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SUMMARY

Some of the most evident impacts that accompany the discharge of
sewered municipal wastewaters into the ocean environment are
associated with the sedimentation of organically-enriched parti-
cles in the effluent. The increased fluxes of organic material
and trace constituents to the ocean bottom can produce changes in
the physical and chemical properties of the sediments around the
outfall, and alter the abundance and community structure of the
biota living near and within the sediments. The ability to
predict the depositional rates and patterns of these particulates
is a first step in relating changes to the characteristics of the
effluent, the outfall system, and the receiving water environ-
ment. This report describes the development of a set of predic-
tive "tools" that can be used to provide these depositional
estimates.

Three levels of predictive capability are presented. At the
lowest level, a "generic" depositional pattern is created for
"typical” ocean conditions existing in the coastal waters of
southern California. Additional tables and graphs are also
developed to permit modification of the generic pattern for areas
with faster or slower net flows, stronger or weaker variations in
the flow, different wastefield elevations, and the effects of
bottom slope.

These tables and plots were generated from the numerical simula-
tion model "SFFT". This model was developed to provide estimates
of depositional rates and patterns in an ocean of constant water
depth, but with temporally varying currents. Approximate methods
are presented to address the effects of a sloping bottom.

A second simulation model, "SEDF2D", was substantially modified
and improved to provide estimates of sedimentation rates in areas
with spatially variable water depth and flow fields. The valid-
ity of the model to reproduce sedimentaton rates and patterns was
tested by comparing predicted rates and patterns with those
estimated from cores collected in the White Point outfall area
(Los Angeles County, California). Simulations with this model
were also used to validate the predictions generated with SFFT,
and to develop the method for adapting the SFFT and generic
predictions to the case of a sloping bottom.

All of the models require information on the effluent particle
settling speeds. A third model, "COAG", was developed to adapt
the results of recently published laboratory-based studies of
particle aggregation to ocean conditions. Results from this
model are tested by incorporating them into the sedimentation
predictions for the White Point outfall area.

The computational methods used in these models address major
deficiencies in the method presently used in evaluating 301 (h)
waiver applications, and should provide substantially improved
predictive capability.
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I. BACKGROUND
I.1. Overview

The characteristics of ocean sediments are the result of a com-
plex interaction of a large number of dynamic physical, chemical,
and biological processes. In broad terms, these processes can be
subdivided into three groups: (1) water column processes, (2)
interface and near-bottom processes, and (3) benthic processes.
In reality, however, there is a certain degree of interaction
between these groups. In this report, only the first group of
processes, i.e. the initial sedimentation of particles to the
ocean bottom, will be addressed.

Water column processes include (but are not limited to) advection
and dispersion of the particles by ocean currents; the "creation"
of new particles by phytoplankton growth, outfall discharge,
fecal pellet production, and deposition at the air-water inter-
face; transformation of particle characteristics by physical-
chemical aggregation, microbial action, and biological uptake;
and density driven sedimentation of particles through the water
column. These processes are characterized by a wide range of
time-scales and some of them, particularily the biological pro-
cesses, can be dependent on the previous time-history of the
receiving water environment. This temporal dependence introduces
enoumous difficulties into the development of a "complete" simu-
lation model of particle sedimentation.

In order to reduce the simulation task to a tractable problem, it
is assumed that the major characteristics of particle sedimenta-
tion are determined by the three~dimensional movements of efflu-
ent particles in the absence of biological processes (some indi-
cations of the effects of biological activity can, however, be
examined with the aggregation model COAG). 1In this restricted
conceptual model, the sedimentation rates and patterns of the
particles are determined by the gross properties of the ocean
currents, the particle settling speeds, and the initial elevation
of the particles above the ocean bottom.

I.2. Ocean Currents

The properties of the coastal ocean currents vary with depth and
time. For southern California coastal waters, three catagories--
"surface", "mid-water", and "near-bottom"--provide an opera-
tional, if coarse, breakdown of the flow regimes by depth. In
this context, surface currents refer to motions of the mixed
layer (typically 2-15m in depth), near-bottom currents refer to
the flows whose properties differ from the mid-water currents as
a result of interaction with the bottom (typically within 5
meters of the bottom) , and mid-water currents refer to the
region between the bottom of the pycnocline and the near-bottom
currents.

¢

Ocean outfalls in the southern California area generate sub-



surface wastefields throughout most of the year. Thus the mid-
water and near-bottom currents have the greatest influence on the
dispersion and sedimentation of effluent particulates. The mid-
water flows will, in general, play the most important role during
the initial sedimentation; near-bottom currents will generally
assume this role for resuspension and redeposition processes.

Figure 1 illustrates the temporal properties of "typical" mid-
water currents (40m deep in 55m of water) off the coast of south-
ern California. It is immediately evident that variations in the
currents are substantially stronger than the mean flow. It is
frequently convenient to subdivide these fluctuations into three
catagories~-tidal, sub-tidal, and super-tidal frequencies--
according to the time-scales characterizing the fluctuations.

For the purposes of discussion, tidal frequencies are defined to
have periodicities ranging from 6 to 24.75 hours. Sub-tidal
fluctuations are characterized by longer time-scales; super-tidal
fluctuations, by shorter time-scales.

Figure 2 shows the cummulative variance for the longshore and
cross-shore components of this flow as a function of increasing
"time-scale" (or periodicity), and shows that the currents are
described by a wide range of time-scales. Two differences
between the longshore and the cross-shore components of the
current are evident. First, most of the variance in the long-
shore component is associated with with the slowly varying, sub-
tidal frequency, fluctuations; variations associated with these
long time—-scales are virtually absent in the cross-shore flow.
This is a characteristic of all the mid-water, coastal flows in
southern California. Secondly, the remainder of the fluctuations
(except at the semi~diurnal tidal frequency of about 12 hours)
are comparable in strength and temporal properties. This simi-
larity is also a common characteristic of mid-water southern
California coastal currents--in many cases, the semi-diurnal
fluctuations are also comparable.

The presence or absence of fluctuations of sub-tidal periodicity
has profound consequences for predicting advective transport
along longshore and cross-shore directions. Comparisons of cur-
rents simultaneously measured at spatially separated moorings
indicate that the sub-tidal fluctuations in the longshore motions
are highly correlated (r**2 = 0.9) over length-scales of 5
kilometers (Hedricks, 1986), and moderately correlated (r**2 =
0.25) over length-scales of 20-30 kilometers (Winand, 1983).

In contrast, tidal fluctuations are uncorrelated, or only moder-
ately correlated, (r**2 = 0 -> 0.3) over length-scales of 3-5
kilometers, and super-tidal fluctuations are essentially uncor-
related (r**2 < 0.02) over length-scales on the order of 1 kilo-
meter.

As illustrated in Figure 2, sub-tidal fluctuations generally

dominate the longshore motions. The high correlation of these
fluctuations, combined with their importance to transport (be-
cause of the long time-scales), means that longshore advective



motions can probably be predicted with acceptable accuracy from a
minimal number of current meter moorings (for the length-scales
characterizing outfall-related sedimentation).

On the other hand, the short correlation length-scales character-
izing the c¢ross-shore motions indicate that a large number of
curent meter moorings would prohably be required to provide
sufficient information to provide estimates of the cross-shore
advective transport of wastewater. It also suggests that for the
range of time-scales relevant to the initial sedimentation pro-
cess, it may not be possible to use hydrodynamical-numerical
models to deterministically estimate advective cross—-shore trans-
port. Therefore, it is likely that statistical methods will be
required to estimate this cross-shore dispersion.

Net current speeds over periods on the order of a month typically
range from about 1 to 7 cm/sec, with an average value of 4
cm/sec. Typical rms speeds for the variations in the longshore
component of the flow range from 5 to 13 cm/sec; for the cross-
shore motions, the rms speeds are on the order 3 to 6 cm/sec.

If the extent of the outfall-generated sedimentation field (e.g.
outfall-related sedimentation rates in excess of natural sedi-
mentation rates) is known, the time-scale characterizing the
initial sedimentation process can be estimated. The longshore
distances characterizing sedimentation fields off southern
California range from substantially less than a kilometer for the
smallest outfalls, to on the order of 16-18 kilometers for the
"largest" outfall (the White Point outfall system has the largest
historical mass emission rate of suspended solids). Using a net
longshore movement of 4 cm/sec, the time-scale characterizing the
sedimentation process for the largest mass emission is thus
estimated to be on the order of 4-5 Aays. The time—-scales char-
acterizing the initial sedimentation fields around the smaller
outfalls will obviously be much shorter.

If the initial elevation of the effluent particles above the
bottom is know, the range of settling speeds dominating the flux
of particles to the initial sedimentation field can be estimated
from the time-~scale associated with the field.

I.3. Wastefield Elevation / Settling Height

The distance the effluent particles must settle before reaching
the ocean bottom is determined by the location and thickness of
the wastefield and the local water depth.

Provided that the environmental parameters that govern the ini-
tial dilution process (e.g. discharge rate, outfall design, water
column density stratification, ocean currents, effluent density,
etc.) are synoptically known for a representative period of time,
simulation models of initial dilution could be used to estimate
the initial position of the wastefield in the water column. In
practice, this information is virtually never available, and



"best guess" estimates of "representative conditions" are gen-
erally used for the simulation model inputs, or direct estimates
of wastefield position are based limited direct observati.ns.

This somewhat arbitrary procedure may be justified, to a degree,
by an additional consideration. Even if the required environ-
mental information were available, existing simulation mouels
generally appear to do a poor job of estimating the thickness of
the generated wastefield in the case of a density-stratified
water column.

A final consideration is that the depth of an element of the
wastefield generally varies with time following formation of the
wastefield in response to internal waves, internal tides, and
baroclinic adjustments of the water column. All of these
considerations introduce considerable uncertainty in selecting
appropriate choices of wastefield depth and thickness.

Based on initial dilution simulations for relatively low current
speeds, and some direct observations, it is often assumed that a
"typical” initial wastefield depth is equal to one-half the water
depth at the outfall diffuser. This assumption is used in most
of the simulations developed in this report. For the major
outfalls, which discharge in water depths on the order of 55-60m,
this means the wastefield forms approximately 30 meters above the
bottom. A typical time-scale characterizing the sedimentation
field associated with the White Point discharge was previously
shown to be on the order of 4-5 days, hence most of the particles
deposited in this field can be expected to have settling speeds
in excess of about 0.005 -> 0.01 centimeters per second.

I.4. Settling Speeds

The mass distribution of particle settling speeds for effluent
particles discharged into the ocean environment are not well
described at the present time. Estimates of this distribution
are often obtained from laboratory-based measurements using sat-
tling tubes.

Figure 3 shows the mass distribution of particle settling speeds
for primary/advanced primary effluent from the White Point (Joint
Water Pollution Control Project ~ Los Angeles County) and the
Orange County (Orange County Sanitation District) treatment
plants.

Measurements of the settling characteristics of the White Point
effluent were made by Myers (1974) (black circles) and Herring
and Abati (1978) (open circles). The Herring and Abati study
also provided the data on the Orange County effluent (crosses).
Considerable scatter in the results is evident (even in just the
effluent from one plant). The "best—-fit" approximation to this
data set is indicated by the solid line (and is subsequently
referred to as the "average" settling speed distribution). It is
essentially the same as the settling speed distribution for



primary and advance primary treated effluent suggested in the
sedimentation section of the EPA technical support document for
301(h) waiver applications (EPA, 1982).

It was previously estimated that for the White Point sediment
field, most of the deposition is associated with particle set-
tling speeds in excess of about 0.005 to 0.01 cm/sec. The
settling speed distribution shown in Figure 3 indicates that
approximately 14 to 19 percent of the discharged particles have
settling speeds in excess of this value (for the Myers values
alone, and the EPA distribution, the fractions are about 14-20
percent and 11-16 percent, respectively).

For the smaller sedimentation fields (e.g. smaller mass emission

rates), the settling speeds of particles generating the initial
sedimentaton field will usually be much greater (e.g. 0.1 -> 1
cm/sec). These fast settling particles may also be important in

determining the "peak" sedimentation rates around the larger
outfalls. Unfortunately, for a variety of reasons, the mass of
particles associated with these fast settling speeds is generally
not measured very well in settling column studies.

The validity of particulate settling speed measurements using
settling tubes has been questioned because aggregation processes
are probably not adequately simulated during those measurements.
Studies have shown that particle settling speeds can be influ-
enced by particle concentration (or dilution with sea water) and
mixing within the column (e.g. Faisst, 197??; Cardoni, et.al.,
1986). These variations in settling speed can be described in
terms of aggregation processes.

In the "real world", aggregation may occur between effluent
particles within the outfall, during the initial dilution pro-
cess, and while settling in the ocean. In addition, aggregation
may occur with natural particles during the initial dilution
process and subsequent settling from the wastefield. Some
investigators have attempted to evaluate the role of effluent-
natural particle aggregation in settling column studies (e.g.
Herring and Abati, 1978; Cardoni, et.al., 1986).

A number of investigators (e.g. Hunt, 1982; Hunt and Pandya,
1984; Farley and Morel, 1986) have studied aggregation processes
using both mathematical methods and laboratory studies. These
studies suggest that aggregation processes can be important for
conditions that may occur around ocean outfally. They have also
provided analytical descriptions of the effects of this process
on particle removal. However, as in the case of the settling
tubes, the laboratory environments used in these studies do not
completely mimic the ocean environment (e.g. the initial dilution
process, initial effluent particle size distribution, the range
of natural particle sizes, intermittent shear associated with
"patchy" turbulence, grazing by zooplankton, etc.). Thus it
seems likely that both methods for estimating effluent particle
speeds in the ocean environment contain the potential for sub-
stantial error.



I.5. Diffusion Processes

The spatial distribution of sedimenting effluent particles will
be determined by the diffusion, as well as the advection, of
those particles. In general, the characteristics of vertical
exchange in the ocean differ greatly from those of horizontal
exchange (here vertical and horizontal refer to exchange across
and along isopycnal surfaces).

Vertical diffusion can be expected to influence sedimentation
rates by producing changes in the thickness of the wastefield.
This thickness will be determined by the "stretching" and
"shrinking"” of the distance between isopycnal (constant water
density) surfaces resulting from the local, advectively-
generated, "sources" and "sinks" of water, and the vertical
exchange associated with molecular and turbulent diffusion.

Sedimentation rates may be expected to be significantly affected
by these processes when changes in the thickness of the waste-
field become comparable with the distance from the wastefield to
the ocean bottom. A rough lower bound on the magnitude of the
diffusivity required to produce these changes can be obtained
from the combination of time—scale characterizing the White Point
sedimentation f£ield and the wastefield elevation. For a time-
scale of 4 days, a settling height of 30m, and the assumption of
"Fickian" diffusion, the minimum required diffusivity is on the
order of 30 cm**2/sec. This value is substantially in excess of
molecular diffusion values, or vertical eddy diffusion in density
stratified waters, indicating that vertical diffusion effects can
probably be ignored. They may, however, be significant for large
discharges into density unstratified waters.

In a similar manner, horizontal diffusion can affect sedimenta-
tion patterns and rates through horizontal dispersion of the
wastefield. Since density stratification of the water column
does not directly suppress exchange along isopycnal surfaces, the
eddy diffusivities are much larger than for vertical exchange.

In general, the effects of wastewater exchange along the axis of
the wastefield can generally be expected to be relatively minor
because of the small concentration gradients along this axis and
the strength of the ocean currents in the longshore direction.
Exchange associated with eddy diffusion transverse to the axis of
the wastefield has the potential to be much more important due to
the reduced length-scale characterizing the "width" of the waste-
field (resulting in increased concentration gradients of effluent
particles), and the relatively weaker cross—-shore flows.

It was shown earlier that the coherence length-scales character-
izing cross-shore motions are very short, hence in the absence of
a detailed description of cross-shore flows, it may be most
appropriate to treat all motions along this axis from a "diffu-
sive" point of view rather than as an "advective" process.



I.6. Near—-Bottom Currents

Measurements of currents within a few meters of the bottom in
southern California coastal waters show substantial differences
between motions in this layer and those characterizing the rest
of the water column. In general, net flows and sub-tidal fluc-
tuations are suppressed and super-tidal fluctuations are en-
hanced. As a result, transport rates are substantially reduced
relative to the mid-water rates.

The near-bottom currents can influence the initial sedimentation
of the particulates if they are sufficiently strong to "hinder"
deposition of the particles. The statistical properties of the
near-bottom currents can also affect deposition through genera-
tion of flow-induced micro-topography. In water depths charac-—
terizing most southern California outfalls (and away from reefs),
the bottom topography seems to be primarly determined by the
benthic fauna mor than by the near-bottom flows, so the influence
of these flows on micro-topography can probably be neglected.

Measurements of sediment resuspension, however, indicate that
near—-bottom currents are frequently sufficiently strong to resus-
pend surface sediments (Hendricks, 1987). It is 1likely that
deposition of effluent particles settling from the water column
would also be inhibited during these resuspension periods. How-
ever, because of the short time-scales characterizing fluctua-
tions in the near-bottom flows, and their reduced strength, the
spatial distribution of effluent particles settling from the
water column may not be significantly altered by these periods of
hindered settling.



II. A SIMPLE SEDIMENTATION MODEL (SFFT)

II.1 Overview

SFFT is a simplified numerical simulation model of the sedimen-
tation of effluent particulates. It uses a statistical approach
to compute the dispersion of settling particulates in an environ-
ment with variable currents, but constant water depth.

The continuous discharge of particles is conceptually treated as
a series of releases of "packets" of particles. It is assumed
that the dispersion of particles associated with an individual
packet can be described in terms of a "single parameter similar-
ity distribution function". Examples of such distributions in-
clude the common "normal" (i.e. "Gaussian”) and "uniform" ("top
hat") distributions.

The probability distributions for both the longshore and the
cross—-shore directions are described in terms of a "“dispersion"
about the mean flow, and the displacement associated with the
mean flow. Both of these quantities are functions of the elapsed
time since discharge and the time-dependent properties of the
currents along each axis. This "single packet" dispersion is
generalized to the ensemble of packet releases by adding on the
dispersion associated with changes in the mean flow from release
to release.

Since a simple similarity distribution is used to describe the
dispersion, the simulations are limited to the case of a flat
bottom. Approximate methods for adapting these constant water
depth results to situations with a simple sloping bottom are
described later in Section VIII.

The evolution of the dispersion of packets of particles with
increasing elapsed time since discharge is quantified in terms of
the "variances" associated with the distributions along each
axis. These variances are estimated by assuming: (1) the length-
scales of the motion in Lagrangian and Eulerian reference systems
have a 1:1 correspondence and, (2) temporal properties of varia-
tions in the ocean currents can be characterized through the use
of a digital Fourier series transformation of a time-series of
current measurements.

IT.2. Conceptual Approach

The conceptual approach used in SFFT is perhaps most easily
visualized by representing the dispersion and settling of par-
ticles continuously released from an outfall as consisting of a
large number of sequential releases of "packets" of particles.
Following discharge, each packet is advected by ocean currents
and "spread" by eddy diffusion processes. SFFT uses a time-
series of current measurements to estimate "ensemble-averaged"
transport and spreading of the collection of packet releases.



Dispersion of "packets" of settling particles about the advective
motion associated with the net (long-term) current velocity can
be conceptually visualized as the result of three processes:

(1) dispersion from eddy diffusion processes associated
with short-term velocity fluctuations (unresolved
in the time-series),

(2) eddy-diffusion-like dispersion associated with
velocity fluctuations that are of sufficient
duration to be resolved in the time series and,

(3) the dispersion associated with variations in the
elapsed time "mean" velocities (i.e. wvariations
between the mean currents for fixed elapsed times
but commencing at different times in the time-series
of measurements).

This breakdown into various components can perhaps be clarified
by a simple example.

II.2.a. Advection

Let us first consider the introduction of a "packet" of effluent
particles into the water column at the location and depth corres-—
ponding to the initial formation of the wastefield. Let us also
assume that we know precisely the average flow during the period
of time following the introduction of the packet of particles
into the water column (i.e. the elapsed time).

I¥ there is no shear in the longshore or cross-shore flow fields,
the location of the center of mass of this packet of particles
can be precisely computed at the end of this period, and is equal
to the product of the average velocity during this interval and
the elapsed time. This displacement between the release point
({the outfall terminus) and the location of this center-of-mass of
the particles corresponds to the "advective transport" of the
packet during this time interval.

IT.2.b. Dispersion

In addition to this advection, there will be some "spreading" of
the particles about their center-of-mass (Figure 4). This
spreading is associated with fluctuations in the currents about
their mean value during the time period since discharge. The
"size" of this distribution can be quantified in terms of the

variance of the distribution about its center-of-mass. 1In
general, this variance ( X, y) will be different in the
longshore ("x") and cross-shore ("y") directions.In many cases,

however, the distribution of the particles within the patch will
maintain the same "shape" with the passage of time (although the
overall size of the patch may grow and the concentration of



particles within the patch will decrease). In that case, the
distribution of particles about their center-of-mass after some
elapsed time period can be computed if the "shape" of the dis-
tribution and the two variances are known at each interval in
time.

Some of current fluctuations will occur so rapidly. or are on
such a small scale, that they will not be resolved in the time-
series of current measurements. The dispersion associated with
these fluctuations corresponds to the first process enumerated
above.

Other fluctuations may be present that are resolved in the time-
series, but are characterized by time-scales shorter than the
elapsed time since discharge. The dispersion associated withe
these fluctuations corresponds to the second process enumerated
above.

If a second release is "made" beginning at a different time in
the time-series, the same observations and calculations can be
carried out for each elapsed time included in the analysis of the
first release. In general, these observations will result in a
new distribution function, a new variance, and a new mean
velocity.

The computational procedure used in SFFT assumes that each time
these measurements and calculations are carried out for the same
elapsed time since discharge, the same distributional function
and variance are obtained. Actually, this assumption is more
restrictive than necessary. A computationally equivalent (but
less restrictive) assumption requires simply that the distribu-
tional shapes and variances are independent of the mean velocity
vector, and the collective distributions and variances can be
represented by a single pair (longshore, cross-shore) of distri-
butions and variances for each elapsed time.

Although the "spreading" of the patches may be similar from
release to release, the mean velocity (averaged over the elapsed
time period) will vary from release to release (i.e. V1,V2, ...
Vn, in Figure 5). For the total set of releases, the ensemble-
averaged advection of the collection of particles (and packets)
is simply the time—-dependent displacement based on the net cur-
rent. It is calculated from the elapsed time since discharge
and the net velocity vector for the entire time—-series of current
measurements (Ve in Figure 6).

If all possible releases with the same elapsed time are made for
the entire period of the time series, a distribution of packet
centers-of-mass will be obtained (represented by the ellipse in
Figure 6). The distribution of the individual packet centers-of-
mass about this ensemble center of mass will be generated by the
variations in the "elapsed time mean velocities" about the ensem-
ble net velocity. This distribution will have some "shape" and
"variance" analogous to the particle spreading about the each
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packet center of mass, and corresponds to the third of the three
processes previously enumerated.

The distribution of particles of a particular "age" (..e. elapsed
time since discharge), averaged over a large number of releases
(i.e. the duration of the time series) can now be estimated--
provided that the distributional shapes are known, and the growth
in the associated variances can be computed as a function of
elapsed time.

For computational simplicity, it is assumed that the combined
dispersion function (i.e. the combined particle and packet dis-
persions) can also be described by a similarity distribution
function. We also assume that the variance for this distribution
is related to the sum of the variances associated for the two
individual dispersions (i.e. particle and packet dispersions).
This assumption is wvalid when one of the two wariances is much
larger than the other—--a condition that occurs frequently, but
not all of the time.

This conceptual picture will be described from a mathematical
point of wview in the following sections.

IZI.2.b.i. Distinguishing "Particle Dispersion" from "Packet
Dispersion"”

Particle dispersion was defined as associated with current vel-

ocity fluctuations shorter than the elapsed time; packet disper-
sion was associated with velocity fluctuations with time—-scales

longer than the elapsed time.

The séparation of velocity fluctuations into these two groups,
characterized by their time-scales, is accomplished using a dis-
crete Fourier series to transform the time series from "time-

space" to "frequency-space" (for each spatial component):
N
-2-_--&-\ .
Xy O + 22 Uy * sia (w; t +LP'\ )
= £ K 4
Jsl
A similar series can be computed for the cross-shore ("y")

component of velocity.

The "time-scale" characterizing each term in the series is opera-
tionally defined as the inverse of the angular frequency, .
of that term:

T o= . (2)

Particle dispersion is assumed to be related to velocity compo-
nents with "periodicities" shorter than the elapsed time; packet
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dispersion is associated with periodicities longer than the
elapsed time:

()

\
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With this distinction, the velocity series can be subdivided into
three terms:

O* &) = Oy o« | (Ma)
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The first term is associated with the net velocity of the packet
centers-of-mass; the second term, with "packet dispersion", and
the third term, with particle dispersion about the packet center
of mass.

II.2.b.ii. Variance - Particle Dispersion

The variance associated with particle dispersion is computed
differently from the computation for the variance associated with
packet dispersion.

Displacements associated with the short-term (particle disper-
sion) velocity fluctuations can be computed by integrating the
terms in the second group of equation (4):

T F
ix('\'\‘k S Z 0" - s (W, ‘E#—LP\ dt (sa)
,-uay\
- (“'/oo\[us(w Jc+ﬁp~j (sv)
J Mnf'

This dispersion is considered to be the result of random, and
hence incoherent motions. Therefore the spatial variance asso-
ciated with this group is equal to the sum of the squares of each

of the amplitudes:
Z Loy oy Y (&)

J-vw+l
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From the assumption that a 1:1 correspondence esists between
length—-scales in a Lagrangian coordinate system and in an
Eulerian coordinate system, it follows that the variance in an
Eulerian reference frame (current meter mooring) is related to
the variance of the particle dispersion (Lagrangian reference
frame) by a simple proportional factor, /3EL :

L.

2. kN
q.x‘i_ - /SEL. ) n‘f,i (73

This computed variance only includes fluctuations that have per-
iodicities equal to, or in excess of, twice the sampling interval
(i.e. the inverse of the Nyquist Frequency). In general, shorter
period fluctuations (not resolved in the current meter record)
will also contribute to the dispersion. The variance associated
with these very high frequency fluctuations is estimated by
assuming that the associated dispersion can be computed using a
"difffusion velocity" representation (Okubo, 197 ):

¢D1= (U‘D"{'—D)L (B)

to = 2+ Ak, ()

where the diffusion time is taken as twice the current meter
sampling interval. Since the range of length-scales associated
with these unresolved motions is fixed (i.e. resolved variations
are explicitly computed in the model), the contribution of these
unresolved roticas to subsegent increases in the total variance
(e.g. for longer elapsed times) should be expressed in terms of a

"Fickian" ("random walk") growth rate instead of continuing the
diffusion velocity representation:
2 \
A\ - 1Q
D = 5 KT (10)
2
KD = z_ LJ-'D » '-LD (.\‘\

This variance is added to the variance computed from the Fourier
series representation of the time series:

o : =

=
‘L,'L x'i “+ % ('\13
II.2.b.iii. Variance - Finite Size Diffuser

Most modern outfalls terminate in an extended, multi-port diffu-
ser. This finite length, in combination with the spatial
spreading associated with the initial dilution process, produces
a finite size (variance) for the particle distribution at the
time of formation of the wastefield (i.e. an elapsed time = 0).
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This initial variance, %,0 , can be computed (for both the
longshore and cross-shore directions) and used in the simulation,
if desired. It is simply added to the particle dispersion
variance:

S E x

<r*,3 = O L2 + (rx,c> (13)

RS

II.b.2.iv. Variance - Packet Dispersion

The variance associated with packet dispersion must be computed
somewhat differently. 1In the case of particle dispersion, each
fluctuation in the Fourier series goes through one, or more,
complete oscillations during the elapsed time period. Each term
in the series has associated with it, a unique spatial distribu-
tion (Figure 7) and variance that is independent of the elapsed
time, and depends only on the (velocity) amplitude of the term
and its periodicity.

For the terms associated with packet dispersion, none of the
fluctuations have completed a full cycle (i.e. they were explic-
itly separated from the short-period terms because they "look"
like "mean" flows over this period). 1In order to compute the
variance associated with these fluctuations, we again assume that
the terms in the third group of equation (4) are uncorrelated.
Then the rms (root-mean—-square) velocity associated with this
group is given by:

wA .’l
O lemsy = | 2, (07 ) ‘] ()
\)'.l

The corresponding displacement variance is obtained by squaring
the product of the rms velocity and the elapsed time:

kS

Tx,p = (O'x("MS\‘T\z (15)

IT.2.b.v. Combined Variance and Net Displacement

The overall variance describing the combination of particle and
packet dispersion is obtained by simply adding the particle and
packet dispersion variances (this is equivalent to assuming that
the two processes are entirely independent):

T
L

L.
G;‘+o¥<,\ = G;,p + Ty 3 UQ

An analogous relationship can also be developed for the cross-
shore motions. These two variances, in combination with their
respective "distributional shapes", determine the (ensemble)
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average spatial distribution of discharged particles about their
{ensemble) center-of-mass after an elapsed time "T".

II.2.b.vi. Dispersion Probability Distribution Functions

In general, the probability distribution functions for the dis-
persive processes will be governed by the spectral characteris-
tics of the ocean currents. For example, current fluctuations
with a single frequency (e.g. the M2 tidal component) would give
rise to the distribution shown in Figure 7, while Fickian diffu-
sion (i.e. a "flat" spectrum) would be expected to give rise to a
"normal"” (Gaussian) distribution.

A normal distribution is used for dispersion along the longshore
component in SFFT, while a modified top-hat distribution is used
for cross-shore dispersion. For computational simplicity and
speed, these distributions are approximated by four top-hat dis-
tributions (of varing width and magnitude) as illustrated in
Figures 8a,b.

II.2.c. Particle Settling Speed Representation

The mass distribution of particle settling speeds must be sup-
plied as input for the model simulation. The distribution is
specified in terms of up to four straight line segments on a plot
of the logarithim of the cummulative mass fraction of the parti-
cles with a settling speed > a reference settling speed, versus
the reference settling speed (e.g. see Figure 3). This distri-
bution can be estimated from a variety of sources (e.g. published
information, distributions suggested by regulatory agencies,
laboratory-based settling column studies, or from a particle
settling speed models such as COAG--see Section IX).

This separation allows the basic framework of SFFT to be used for
a variety of sources of information on the mass distribution of
particle settling speeds. Thus the user is free to select the
settling speed information that is deemed to be most appropriate
for that area and effluent.

IT.2.d. Particle Deposition

The sedimentation of effluent particles around the outfall can be
computed using the advection-dispersion information (as a func-
tion of elapsed time) computed from the current meter time
series, information on the mass distribution of particle settling
speeds, and the initial elevation of the wastefield above the
ocean bottom.

The basic procedure is to compute the (ensemble averaged) advec-
tion and dispersion of particles for a series of increasing
elapsed times. Each elapsed time will have a corresponding
settling speed (determined by the settling height). The mass of
particles with settling speeds between each sequential pair of
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elapsed times is "deposited" on the ocean bottom during each
increment in elapsed time.

For accounting purposes, the simulation area is divided into a
rectangular grid of cells. The set of cells receiving deposited
particle mass during each elapsed time is computed from the
location of the ensemble center-of-mass and its dispersion along
the longshore and cross-shore directions. For computational
simplicity, deposition into a cell is assumed to be uniformly
distributed throughout the cell.

The mass fractions deposited in each cell are accumulated until
the maximum elapsed time (i.e. the length of the time series) is
attained. Output from the model consists of this matrix of
probabilities for each simulation cell in a grid of 32 (long-
shore) by 16 (cross—-shore) cells (it is assumed that the net
cross-shore velocity is zero, so that the "other half" of the
cross-shore distribution can be obtained by a "reflection" of the
16 cross-shore cells about their axis of symmetry).

Sedimentation rates can be obtained from these probabilities by
multiplying them by the annual mass emission rate of suspended
solids and dividing by the area of the grid cells. The sedimen-
tation flux units are determined by the units used for the emis-
sion rate and area (e.g. mg/yr and cm**2 will yield a sedi-
mentation rate in mg/cm**2/yr; gm/yr and m**2 will yield
gm/m**2/yr). For depositonal probabilities expressed in terms of
the fraction of the discharged mass deposited in each cell, mass
emission of suspended solids in m-tons/year, and cell dimensions
in kilometers, the sedimentation rate in mg/cm**2/yr is obtained
from the relation:

w g t:\_ & m- {m; dv\1 S‘q;9. 96\‘.&!; /\l w\
S- ( — \ = o.\ \\73
v Wt - v A ‘kml\

For sedimentation rates expressed in terms of gm/m**2/yr, the
values obtained from the previous equation should be multiplied
by a factor of 10.

II.e. Treatment of "Fast" Settling Particles

The highest frequency (shortest "period”) that exists in the
Fourier series (equation (1)) is equal to twice the sampling
interval (i.e. the "Nyquist period"”). 1In many cases, this elap-
sed time is too long to spatially resolve the sedimentation asso-
ciated with fast settling particles. In order to improve the
spatial resolution in the immediate vicinity of the outfall, a
maximum value for the minimum elapsed time is imposed on the
simulation. This time is selected to be equal to the settling
time for a settling speed of 1 cm/sec.

Multiples of this "max-min" elapsed time are used for the initial
deposition calculations until a time equal to, or in excess of
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the Nyquist period is obtained. During these early steps, it is
assumed that the total variance is initially equal to the vari-
ance associated with the outfall diffuser length, and grows
quadratically in time to attain the computed value at a time
corresponding to the Nyquist period.

IT.3. Computer Coding

The model is written in Microsoft Fortran-80. This compiler is a
nearly complete implementation of the ANSI Fortran-66 standard,
although complex number manipulations are not included. The com-
plier also contains some extensions to the standard (principally
in the area of disk operations).

The simulations have been carried out on microcomputers using the
(Digital Research ) CP/M-80 operating system. For a Z80 micro-
processor running at a 4 megahertz clock rate, the first simula-
tion for a current meter record containing 1024 observations
(approximately 32 days at a 45 minute sampling interval) requires
about 8-10 minutes of computation time. This time will vary with
the dimensions of the cells and the strength of the net flow.
Reductions in either quantity lead to increased computation
times: conversely increased values reduce the computation time.

Three programs are used to carry out the initial simulation. The
first program, VFFT, computes the Fourier transform of the time
series, and the cummulative variances for both particle and
packet dispersion. This information is stored in a disk file.
The second program, CFFT, allows the mean velocities to be
altered, combines various terms into a pepresentative set of
elapsed times, and computes the ensemble mean motion associated
with each of these times. ™he time-series information is sup-
plied to CFFT through the file created by VFFT, and the output
from CFFT is also stored on a disk file. The third program,
SFFT, "gets" information from the user about the dimensions of
the grid cells, the initial elevation of the wastefield, the mass
distribution of particle settling speeds (contained in a disk
file) and the initial variance of the wastefield along each axis.
It uses the information contained in the file created by CFFT to
calculate the deposition probability for each cell. These proba-
bilities are listed on a printer and stored in a third disk file.

This separation into three programs allows changes to be made in

the net flows the distribution of settling speeds, or the waste-

field elevation, without recalculating the Fourier transforms of

the time-series of current measurements. In some cases, this can
result in a two— to three-fold reduction in computation time for

subsequent simulations.

Instructions for using the three programs (VFFT,CFFT,SFFT), and

listings of the computer code, are contained in the separate
report: "User Manual - SFFT".
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II.4. Model Validation

The validity of the sedimentation rates and patterns generated
from the model SFFT were tested by comparing them with the pre-
dictions generated with the sedimentation model SEDF2D. This
process is discussed in Section VI.
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IIT. SEDIMENTATION WITH VARIABLE WATER DEPTH - SEDF2D

IIT.1. Béckground

A number of techniques have been proposed to estimate the effects
of bottom slope on particle deposition rates and patterns. Vir-
tually all of these methods contain some conceptual difficulties.

III.l.a. EPA Technical Support Document Method

One suggested method is described in the technical support docu-
ment for the 301(h) waiver applications (EPA, 1982). This method
will be referred to as the "301l(h) model”. The method basically
assumes that the settling height of the particles is independent
of position within the simulation area (i.e. equivalent to assum-
ing a constant wastefield and water depth), and hence is applic-
able to areas with either constant water depth, or where the
slope of isopycnal surfaces matches the bottom slope.

In addition, a techniques is presented to modify the computation
for areas where the bottom slope exceeds 5 percent (the signifi-
cance of this slope is not discussed in the document).

In the case of a flat bottom, the model computes the horizontal
transport distance for a particle with a settling speed, Vs, by
assuming that the particles are dispersed within an area charac-
terized by the average current speed in each of four directions
(upcoast,downcoast,onshore,offshore). For an flow with an
average speed of Va along one of these directions, and a settling
height Ht, the dispersion distance in that direction is computed
using the similarity relationship shown in Figure 9a.

In the presence of a sloping bottom, the suggested modification
is equivalent to adding an "adjustment" to the velocity slope
angle, , equal (for small slopes) to the slope angle of the
bottom (see Figure 9b). For a slope of 5 percent, and the docu-
ment suggested "default" cross-shore current speed of 3 cm/sec,
the bottom slope angle is the same as the settling slope angle of
a particle with a settling speed of 0.15 cm/sec. Thus a particle
of that settling speed would only travel half as far inshore
before being deposited.

Particles with slower settling speeds would travel farther in-
shore, but the maximum transport distance (for particles with
"zero" settling speed) would be into a water depth equal to the
wastefield depth (approximately 20 times the settling height,
Ht). This reduction in the onshore dispersive length-scale would
be expected to produce an increase in depositional rates inshore
from the discharge point.

However, this computation is carried out for each of the trans-

port directions to define the major and minor axes of the deposi-
tional ellipse. Therefore the length-scale characterizing cross-
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shore dispersion is actually the sum of the dispersive distances
computed for the onshore and offshore motions. Obviously bottom
slope will increase the dispersion length for offshore transport.
In fact, for a bottom slope of 5 percent, particles with a set-
tling speed of approximately 0.15 cm/sec will move parallel to
the bottom as it moves off shore and will not be deposited at all
(see Figure 9c¢c). Thus the offshore transport distance for par-
ticles with settling speeds slower than 0.15 cm/sec will essen-
tially become infinity, the area of the corresponding ellipse
will also tend to infinity, and the sedimentation rate of these
particles with will become zero. (It is interesting to note that
the settling speed for the group of fastest settling particles
suggested for the calculation is only 0.10 cm/sec, hence the
sedimentation of particles in an area with a bottom slope of 5
percent, or greater, would be calculated as zero).

In fairness, it should be noted that the document cautions that:
"The applicant will have to exercise some judgement in developing
the contours, especially in accounting for rapid depth changes
offshore...", but no objective technique 1is presented and
therefore the results are likely to be highly arbitrary.

ITII.1.b. "Transparent Bottom" Method

An alternate method of estimating sedimentation in areas with a
sloping bottom has been developed by Koh (1982). In this model,
the bottom is treated as a "transparent" boundary. Depositional

fluxes are computed from a three-dimensional probability function
(describing the spatial distribution of effluent particles in the
water column) incorporating the settling speed of the particles.
The time-dependent, probability function is estimated by assuming
a "normal" distribution and computing the variances along each of
the three axis as a function of elapsed time since discharge.
Variances are generated by treating the dispersion as a diffusion-
like process, with the (horizonntal) direction-dependent diffu-
sivity estimated from auto-correlations computed from a time-
series of current measurements.

An interesting feature of this model is that it predictes in-
creased sedimentation rates offshore from the discharge point,
and decreased sedimentation rates inshore. This is the opposite
trend fron that suggested by the 301(h) model. One possible
explaination for this difference is that the "transparent" nature
of the boundary means that particles are not "permanently" re-
moved from the water column (or the calculation) after "depo-
sition" on the "bottom". The presence of bottom slope can be
expected to produce onshore-offshore asymmetries in the transfer
of particles from the water column to the ocean bottom, with
associated asymmetries generated in distribution function des-
cribing the concentration of particles in the water column.

There are a few other conceptual difficulties with this techni-

que. For example, the cross-shore diffusivity is computed with-
out any regard for the effects of the coastal boundary. Near the
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boundary, the scale-lengths characterizing cross-shore motions
can be expected to be reduced. The use of a spatially indepen-
dent cross—shore diffusivity is equivalent to considering the
bottom as "transparent"” to water movements as well as particles
(water parcels can be "viewed" as particles with zero settling
speed in the method).

In summary, at least two sedimentation simulation models exist
that predict intuitively disturbing characteristics for the sedi-
mentation of particles in an discharge area with a sloping
bottom. Moreover, while one model predicts that increased sedi-
mentation rates will occur in shoaling water, the other model
predicts the opposite trend will occur. Each model neglects
aspects of the process that may be important in regulating the
sedimentation rates and pattern. The 301(h) model neglects the
effects of the temporal properties of the currents; the transpar-
ent boundary model neglects the asymmetries introduced into the
water column distribution of particles associated with deposition
on the bottom: and both models neglect the effect of a coastal
boundary on the ocean currents and horizontal eddy diffusivity.

ITT.2. SEDF2D
IITI.2.a. An Overview

An alternate conceptual approach is used in the formulation of
the sedimentation simulation model "SEDF2D". This approach uses
a mix of statistical and gquasi-deterministic methods. The
effects of the coast on the ocean flow field are explicitly, if
heuristically, treated in the simulation. Particles deposited on
the bottom are permanently removed from the water column, so that
any asymmetries in the particle spatial distribtuion function are
implicitly included in the simulation. The penalty associated
with this dependence on quasi-deterministic, quasi-Monte Carlo
techniques (and less dependence on statistical techniques) is a
substantial increase in the computation time required to carry
out a simulation.

III.2.b. Transport
IIT.2.b.i. Longshore Transport

Longshore transport over distances in excess of 0.5 -> 2 kilo-
meters in southern California coastal waters is likely to be
dominated by the net flow and sub-tidal fluctuations. As noted
in Section I.2 - Ocean Currents, these fluctuations are highly
correlated over distances of at least 5 kilometers, and moder-
ately correlated over distances of 25 kilometers. Both tidal and
sub-tidal flows may be important over shorter distances, but the
fluctuations of tidal frequency are increasingly correlated as
the separation length-scale is reduced--hence the overall corre-
lation for the set of fluctuations with time-scales important to
the transport process will still be high.
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Since longshore motions are usually highly correlated over dis-—
tances comparable with, or in excess of, the sedimentation fields
associated with all the southern California outfalls, the time-
dependent movement of water parcels in this direction can gener-
ally be adequately estimated from current meter records collected
at a small number of current meter moorings. In many cases, a
single mooring may be adequate. Given that longshore transnort
can be deterministically estimated, it follows that the time-
dependent statistical properties of longshore advective transport
can be estimated from the ensemble of computed longshore motions.

III.2.b.ii. Cross-shore Transport

As was also noted in the Ocean Currents section, cross-—shore
motions are essentially uncorrelated over short length-scales
(e.g. > 1 km). However, a limited number of comparisons of
cross—-shore movements estimated from current meter records with
simultaneous observations of drogue movements suggests that the
variance of the cross-shore motions measured by the two methods
are comparable (Hendricks, 1983).

This similarity suggests that it may be possible to adequately
estimate the time-dependent statistical properties of the cross-
shore motions from current meter records. This hypothesis is the
basis of the (statistical) algorithim used for cross-shore trans-
port in SEDF2D. 1In particular, it is assumed that the time-
dependent cross-shore distribution of particles resulting from
advective-dispersive processes can be estimated from the ensemble
of cross-shore motions computed from a set of progressive vector
diagrams. The latter are generated from one, or more, time-
series of current measurements.

III.2.b.iii. Joint Longshore and Cross—-shore Transport

For an infinitesmal interval of time, the sedimentation of parti-
cles during that interval will depend not only on the local
settling height (e.g. local water depth minus the wastefield
depth) and the elapsed time, but also on the mass distribution of
particle settling speeds present in the water column at the
beginning of the interval. 1In the case of an area with spatially
varying water depth, this distribution of particle speeds will be
determined by the prior history of particle movements between the
time they were discharged and the present time.

From a computational standpoint, this means that the spatial
dependence of sedimentation cannot be simply computed from the
product of the individual advective—-dispersive, time—-dependent
probability distribution functions (even if they are statis-
tically independent).

The computational scheme outlined so far, however, yields only
these individual time-dependent probabilities. In order to in-
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clude the effects of prior motions into the simulation process,
the computational scheme must be modified. In particular, it is
assumed that the set of two-dimensional movements computed from a
current meter record (using progressive vector diagrams--PVD's)
can be used to estimate both the time-dependent joint probability
distribution function (longshore, cross-shore) and the prior
histories of movement.

IIT.2.b.iv. Coastal Boundary Effects
IIT.2.b.iv.A. Artifacts

In general, PVD's computed from current meter records will show
periods when packets of particulate-containing wastewater will be
advected inshore of the coastal boundary. This transport obvi-
ously cannot occur in the real world.

This onshore transport can have profound effects on the estimated
sedimentation rate--even if it occurs relatively infrequently.

In the background section discussion of particle settling speeds,
it was estimated that most of the significant sedimentation
around ocean outfalls was likely to be associated with particles
with settling speeds in excess of 0.05 -> 0.005 cm/sec. Roughly
15-20 percent of the discharged particles may have settling speeds
in excess of 0.005 cm/sec, so roughly 80-85 percent of the dis-
charged particles can be expected to be transported out of the
outfall area. If however, onshore transport occasionally occurs
across the coastal boundary, all of these particles will be
"deposited" on the bottom close to the boundary (note: in this
context, the "coastal boundary" can be considered as the isobath
terminating the isopycnal surfaces bounding the particle field in
the water column). Thus the "coast" would act more like a filter
than as a barrier.

IIT.2.b.iv.B. Coping with the Effects of "Coastal Boundaries"

In order to mitigate the generation of artifacts associated with
the computational scheme developed this far, an additional bound-
ary condition is introduced into the simulation process. This
condition requires that there be no normal component of flow
across the boundary and is equivalent to the boundary condition
used in hydrodynamical-numerical models. In this case, however,
a heuristic algorithim, rather than the momentum and continuity
equations, is used to estimate the resulting flow field.

It is assumed that at some distance offshore from the "coast",
the influence of the boundary on the currents is negligible.
Inshore of this "reference" distance, however, the effects of the
coastal boundary become increasingly important. In particular,
the algorithim used in the model assumes that the cross-shore
component of the current diminishes in a linear fashion from the
reference distance to the boundary. Within the influence dis-
tance of the effective coast, the longshore component of onshore
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motions is considered to be parallel to the coast; outside this
zone of influence, the longshore component is essentially con-
sidered to be parallel to the isobath corresponding to the diffu-
ser depth.

It was found that some ad-hoc differences were required between
the treatments of onshore versus offshore flows in order to avoid
"attachment"” of the flow to a divergent region of the coast. In
the absence of this distinction, flow within the influence of the
boundary would "follow" the coast around the corner illustrated
in Figure 10a. The presence of viscosity, however, generally
leads to separated flow (and possible eddy generation) as shown
in Figure 10b. The differences between flow patterns in areas of
convergent versus divergent bathymetry would normally result from
the momentum and continuity equations in hydrodynamical-numerical
models for a fluid with finite viscosity.

Since this algorithim modifies the flow pattern in a non-uniform
manner, the "continuity condition" for fluid flows will generally
be violated within the zone of influence of the coast. However,
particle mass is strictly conserved with the computational scheme
used in the model, hence the generation of non-physical "sinks"
or "sources" of water mass by the algorithim does not generate
corresponding "sinks" and "sources" of particle mass.

The primary effect of the lack of water mass conservation is the
introduction of errors in the estimated advective-diffusive resi-
dence time of the particles within this region. Since the
boundary-associated modification of the flow field is applied to
the cross-shore component of the flow, while longshore movements
generally play the major role in determining residence times,
errors in the residence time associated with these boundary
modifications can generally be regarded as "higher order"
effects.

There may, however, be some instances when cross—-shore motion
dominates over longshore transport over the time-scales required
to carry effluent from the outfall to the vicinity of the bound-
ary. During these periods, this assumption will not be valid,
and artifacts may be introduced into the predicted sedimentation
rates and pattern (an example is presented in Section IV for the
San Diego outfall simulation). During these periods, additional
information (e.g. from additional current meter moorings) may be
required if the flow is two-dimensional, or the model may not
simulate the actual flow field if it is three-dimensional (e.g.
"cellular" flows).

ITT.2.c. Computational Scheme

The sedimentation of particles from an outfall continuously dis-
charging wastewaters is treated as a series of sequential re-
leases of "packets" of wastewater particles. Each packet is
"introduced" into the water column at T=0 (zero elapsed time) at
the location of the outfall diffuser, and at a depth correspond-
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ing to the mean depth of the wastefield. A time-series of cur—
rent meter measurements is used to estimate the subsequent motion
of the packet of particles as it moves through the simulation
area. Each subsequent "release" of a particle packet occurs one
sample time later in the current meter record.

At each step in the computation of the movement of the particles,
the proximity of the packet to the "coastal boundary" is calcu-
lated. The bathymetry is supplied to the model in the form of a
matrix of water depths at the corners of a grid of "cells" defin-
ing the simulation area (for reasons of computational speed,
memory requirements, and spatial resolution, two grids are
actually used--see Figure 11 in Section IV - SEDF2D Simulations).

The first step in the depth estimation process is to compute
which cell(s) contains the beginning and ending points for the
PVD segment currently being calculated. This (trial) end point
is computed assuming that there is no effect associated with the
coastal boundary. The "coastal boundary"” is chosen to correspond
to the isobath associated with the "mid-depth" of the "field" of
settling particles present in the water column at the beginning
of the time step. For example, at the beginning of the release,
the effective "coast" corresponds to the initial wastefield
depth. Thus, as particles approach the ocean bottom, they also
approach the "effective" coast--no matter what the water depth is
at the point of deposition.

Since particles with different settling speeds will occupy dif-
ferent regions of the water column for the same elapsed time,
each release of particles is actually treated as the release of a
set of particle "groups". The range of settling speeds within
each group is limited, and there are enough groups contained in
the release to represent the full range of settling speeds of
interest. Sedimentation, including the effects of the coastal
boundary on the advective-dispersive flow, is computed separately
for each settling speed group.

Once the depth of the isobath corresponding to the particle field
depth is computed, and the cells containing the "trial" end
points of the PVD segment are known, the location of the "effec-
tive" coastal boundary can be calculated. This information is
used to determine if either end of the PVD segment lies within
the zone of influence of the coastal boundary. If not, the
"trial" PVD segment becomes the "actual" PVD segment and the
location of the packet at the end of this time step is known. If
either end lies within the "zone of influence", the algorithim
modifying the cross-shore flow is used to obtain the (estimated)
actual movement.

After establishing the locations of the two ends of a PVD seg-
ment, the depth of the water at the end of the PVD segment is
computed. The minimum particle settling speed required to reach
the bottom during the current time step is calculated from this
depth and the elapsed time since discharge. All the particles in
the water column that have a settling speed in excess of this

25



minimum speed are assumed to be deposited during this time step.

For accounting purposes and simplicity, the deposited particles
are assumed to be uniformly distributed within the cell contain-
ing the PVD mid-point. The deposited mass is added to any mass
previously deposited in the cell, and the mass distribution of
particle speeds remaining in the water column is modified to
reflect this depositional "loss"

This computation proceeds, using successive observations from the
time-series of current observations, until either all the parti-
cles have been deposited, or the packet of undeposited particles
moves outside the simulation area. When either of these condi-
tions occurs, a new release of particles is made, beginning one
sample time later in the time-series than the previous release.

Eventually, releases have been made corresponding to each sample
time in the time-series (actually releases are discontinued prior
to the end of the time-series to ensure that no biases are intro-
duced because of the limited amount of time available for the
packet to move out of the similation grid). The simulation is
then complete, and the resulting matrix of numbers (normalized by
the number of releases) represents the fraction of a unit mass of
discharged material that is deposited in each cell. Actual
sedimentation rates (e.g. gm/m**2/yr) are obtained by multiplying
by the appropriate annual mass emission rate (e.g. gm/yr) and
dividing by the cell area (e.g. m**2).

III.2.4. Comparison of Current Version with Previous Versions

The version of the model described in this report (Ver. 5.2.01,
and to a degree, intermediate versions of the form 5.1.X) repre-
sents an evolution of an earlier model (Ver. 4.2; Hendricks,
1983). It includes modifications designed to address conceptual
and computational defects that became apparent in the earlier
version. The principal defect was the failure to take into
account the changing location of the "effective" coastal boundary
as the particles settled through the water column. This flaw
sometimes resulted in overestimates of the sedimentation rate
inshore from the discharge, and underestimation of offshore sedi-
mentation rates.

A substantial change was required in both concept and computa-
tional approach to incorporate this modification to the model.
For example, "packets" of particles released in the earlier
versions contained the full complement of particle settling
speeds. As noted in the previous discussion, a set of packets,
each containing a restricted band of settling speeds, is used in
the present version. This change substantially increased the
computation time required to carry out a simulation.

On the other hand, some benefits also accrue from carrying out

sedimentation simulations for individual groups of settling
speeds. The initial output from the model is a actually a set of
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probability matricies—--each member of the set corresponding to
one of the settling speed groups. The combined probability
matrix is obtained by accumulating the probability matricies for
each group, using a weighting for each component equal to the
fraction of the total mass of discharged materials represented by
each settling speed range. Once the component (settling speed
subgroup) probabilities have been calculated, sedimentation rates
and patterns for other settling speed distributions can easily
and quickly be estimated by recombining the component probabili-
ties with different weightings.

At the same time that these modifications were being carried out,
the algorithim used to estimate flow in the vicinity of the
coastal boundary was modified to provide improved estimates. For
example, within the "zone of influence", "longshore” and "cross-
shore"” motions now correspond to motions parallel and perpendicu-
lar to the "effective coastal boundary'", respectively. 1In pre-
vious versions, they referred to motions along and across the
isobath corresponding to the water depth at the point of
discharge.

In addition, the estimation of the endpoint of a PVD segment
within the zone of influece is computed by integrating the change
in the cross-shore component of the flow from the beginning point
and the endpoint of the longshore component of the motion. Pre-
vious versions used a combined finite-difference estimation and
iteration procedure.

Modifications and additions were also made to the model to permit
the use of current meter data simultaneously collected from
multiple moorings within the simulation area. This allows the
model to be used for a greater range of bathymetric and flow
~onditions. Data from up to eight moorings can be used in the
simulation. The moorings supplying the flow estimation
information for each grid cell are specified so that unusual flow
conditions can be accomodated. The relative contributions of

of the data from each specified mooring (computed at each time
step) are estimated from the distance between the PVD beginning
point and the mooring location.

III.2.e. Limitations on the Bathymetry

The position and orientation of the "effective coastal boundary"”
is estimated from depth values along the pair of cross-shore
transects bounding the ends of the cells containing the PVD
beginning and end points. Adjustments within the "zone of in-
fluence" of this boundary are computed from this distance and
the orientation of the isobath. This means that the simulation
does not "look ahead" for changes in the bathymetry. As a
result, the effects of the coastal boundary on the flow may be
underestimated when there are abrupt changes in the isobaths--
such as may occur around submarine canyons. Therefore, enhanced
sedimentation in the vicinity of bathymetric features of this
type should be regarded with some skepticism (examples are shown
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in Section IV - SEDF2D Simulations) .

The boundary algorithim may also fail if the depth does not
monotonically increase (or remain constant) with increasing off-
shore position. These problems can be mitigated, to a degree, by
an appropriate modification of the cell alignments, or by (arti-
ficially) modifying the battymetry to ensure this condition.

A final deficiency of the boundary algorithim is that for reasons
of speed, it is assumed that after the modification has been made
to the flow vector, the PVD segment endpoint remains in the same
cell(s) as the "trial" endpoint. However, since the orientation
of the "longshore" axis is rotated to align with the orientation
of the coastal boundary subsequent to generation of the "trial"
PVD segment, there is a finite probability that the modified
endpoint may reside in the next transect of cells. In that case,
the boundary modification based on the trial endpoint will fail
to make the "correct" modification--if the orientation of the
coastal boundary changes between the two transects. Based on
simulations carried out with the model, this source of error does
not appear to significantly change sedimentation patterns or
rates for typical oceanographic conditons.
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IV. SEDF2D SIMULATIONS
IV.1. Overview

SEDF2D was used to predict sedimentation patterns for five
southern California ocean outfalls:

White Point (JWPCP - Los Angeles County)

Orange County (Orange County Sanitation District)
Encina (Carlsbad Sanitation District)

Oxnard (Ventura Sanitation District)

Point Loma (City of San Diego)

[S BN~ VS I SR o)

One of the purposes of these simulations was to explore the
sedimentation rates and patterns for outfalls situated in areas
with differing bottom slopes and bathymetric conditions. The
characteristics of the simulations for each discharge site are
summarized in Table I (along with a summary of some of the sedi-
mentation features predicted for each area). The time-series of
velocities used for each simulation area are shown in Appendix A.

IV.2, White Point (Palos Verdes) Simulation

The White. Point outfall system presently discharges about 350 MGD
of primary and secondary treated effluent through two outfalls
("90-inch" and "120-inch") terminating in 55-62 meters of water
off the Palos Verdes headland. It is operated by the Joint Water
Pollution Control Project of Los Angeles County.

Effluent was first discharged through a shorter outfall (termi-
nating in shallower water) in 1939. As the flow through the
outfall system increased, additional outfalls were added. 1In
1956, the 90-inch (upcoast, terminating in a wye diffuser) was
placed in operation to replace the shallower outfalls. 1In 1961,
the 120-inch outfall (downcoast, dog-leg diffuser) was also
placed in operation. Effluent flow rates and mass emission of
suspended solids increased until the 1970's, when additional
treatment resulted in reduced suspended solids emissions in spite
of the increasing flow.

Approximately 85 percent of the total mass of suspended solids
discharged through the system has been through the two deep water
outfalls. Since the 90-inch outfall was placed in operation 15
years before the 120-inch outfall, and for a period of time it
also carried higher concentrations of suspended solids that the
120-inch, the bulk of the suspended solids discharged through the
two outfalls has been through the 90-inch outfall.

From 1956 until 1981, the average annual mass emission rate of
suspended solids was 113,000 metric-tons. Maximum emissions, in
the range of 160,000 to 180,000 m-tons/yr, occurred in the early
1970's.

Figure 11 shows the general area around the two outfalls, their
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location, the bathymetry of the area, and the grid(s) of cells
used for the simulation(s). This is an interesting area to
simulate because of the rapid change in water depth with increas-
ing offshore distance, and because of the variations in the width
of the nearshore shelf with longshore location. Submarine can-
yons (Redondo, upcoast; San Pedro, downcoast) lie at each end of
the simulation area. Thus the simulation algorithim used to
treat currents near a coastal boundary should be well "exercised"
in this simulation.

The mass distribution of suspended solids measured by Myers
(1974) was used for the simulation (solid circles in Figure 3)
since it was felt that these measurements were made with an
effluent that best represented the average properties during the
25 year simulation period from 1956 to 1981.

Figure 12 shows the predicted sedimentation pattern for the two
White Point outfalls corresponding to a combined mass emission
rate of 113,000 m-tons per year (the Station "dots" and labels
also shown will be discussed in Section V - SEDF2D Test/
Validation). The predicted peak sedimentation rate is on the
order of 500-600 mg/cm**2/yr (5000~-6000 gm/m**2/yr), and occurs
in the immediate vicinity of the 90-inch outfall diffuser. Sedi-
mentation rates for other mass emission rates can be obtained
from the simulated rate of 113,000 m-tons/yr by a simple scaling
of the sedimentation rate isopleth values. The sedimentation
field is relatively narrow and tends to follow the isobath cor-
responding to the diffuser depth.

«Emery (1964) estimated that the (net) sedimentation rate of
natural particulates in this general area (in the absence of a

discharge) to be about 10 mg/cm**2/yr. Sedimentation rates in
excess of this value are predicted to occur in a thin band along
a ? ? kilometer section of the coast. The total area enclosed

within the 10 mg/cm**2/yr isopleth at this discharge rate is
about 30 square kilometerst

Figure 13 shows the distribution of surface sediment biological
oxygen demand (BOD) and volatile solids content (VS), as well as
the distribution of Infaunal Index values (a measure of benthic
community structure) observed in the simulation area in 1978.
These distributions were obtained from sediment grab samples. A
comparison of these patterns with the predicted simulation pat-
tern indicates a considerable degree of (qualitative) similarity.
This similarity suggests that the modeling technique is capable
of reproducing at least the general features of the flow and
sedimentation fields. A detailed (quantitative) comparison
between the predicted and "observed" sedimentation rates is pre-
sented in Section V.

IV.3. Orange County (Newport Beach) Simulation

The area around the Orange County outfall, the associated bathy-
metry, and the outline of the simulation grid(s) is shown in
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Figure 14. In contrast to the White Point area, this system
discharges on a relatively wide nearshore shelf. Again submarine
canyons (San Gabriel, upcoast; Newport, downcoast) bound the
simulation area. The outfall terminates in about 55m of water.

The average mass distribution of particle settling speeds (solid
line) shown in Figure 3 was used for this simulation. The mass
emission rate was assumed to be 33,000 m-tons/year.

Figure 15 shows the predicted sedimentation pattern. The peak
sedimentation rate occurs in the immediate wvicinity of the out-
fall diffuser and is on the order of 90 mg/cm**2/yr. A compar-
ison of this pattern with that obtained for the White Point area
shows the restrictions on cross-shore transport that are asso-
ciated with increased bottom slope. This restricted transport
probably also accounts for part of the ? ?-fold increase in the
sedimentation rate (normalized by mass emission rates) at White
Point, relative to the Orange County discharge. The area of the
Orange County sediment field with a predicted sedimentation rate
of effluent particles in excess of 10 mg/cm**2/yr is computed to
be about 6 square kilometers.

Note that a "hot spot" of sedimentation is predicted to occur
downcoast from Newport Canyon. As noted in the previous section,
the limitations on the ability of the simulation model to deal
with rapid changes in water depth around submarine canyons intro-
duce uncertainty into the validity of this sedimentation feature.

IV.4. Encina (Carlsbad) Simulation

The Encina outfall discharges a mixture of primary and secondary
treated sewage through an outfall terminating in about 46 meters
of water. The discharge area, bathymetry, and grid outline(s)
are shown in Figure 16. The bottom slope is intermediate between
those found at the White Point and Orange County outfalls, but a
submarine canyon (Carlsbad Canyon) is located only about 4 kilo-
meters upcoast from the outfall.

The mass emission rate of suspended solids used for the simula-
tion is 1070 m-tons/year. A mass distribution of effluent par-
ticle settling speeds corresponding to the 301 (h) model distribu-
tion was used for the simulation.

The predicted sedimentation rates and pattern are shown in Figure
17. As in the case of Newport Canyon for the Orange County
simulation, deposition is suppressed as particles pass over the
submarine canyon, but enhanced in the area downstream from the
it. Again, the validity of this enhanced sedimentation in the
vicinity of the submarine canyon is open to question.

The peak sedimentation rate is about 28 mg/cm**2/yr, and occurs
in a small area (ca. 0.03 km**2) in the immediate vicinity of the
diffuser. The area of the sedimentation field with depositional
rates in excess of 10 mg/cm**2/yr is only about 0.19 square
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kilometers.
IV.5. Ventura (Oxnard) Simulation

Figure 18 shows the discharge area and bathymetry for the Oxnard
outfall. The site is distinguished by both the relatively
shallow water and the proximity of the diffuser to Hueneme Sub-
marine Canyon.This outfall annually discharges about 925 m-tons
of suspended solids from an outfall terminating in relatively
shallow water (15.3m). The 301(h) model mass distribution of
settling speeds was used for the simulation.

Figure 19 shows the predicted depositional pattern and rates for
this discharge. As before, the presence of the canyon modifies
the sedimentation rates and pattern—--although not as much as
might be expected since the net current was downcoast. The peak
sedimentation rate is about 13 mg/cm**2/yr (0.12 km**2), and the
area with depositional rates in excess of 10 mg/cm**2/yr 1is
estimated to be about 0.38 square kilometers. This area is about
twice as large as that associated with the Encina discharge,
which has a comparable mass emission rate. Part of this increase
is probably associated with the reduced settling height of the
particles from the wastefield to the ocean bottom (e.g. 8 meters
vs. 21 meters).

IV.6. Point Loma (San Diego) Simulation

The discharge area and bathymetry for the Point Loma outfall is
shown in Figure 20. This area is characterized by moderate
bottom slope, but with relatively uniform bathymetry (in the
longshore direction) and no submarine canyons. The outfall
terminates in about 64 meters of water and annually discharges
effluent containing about 17,600 m-tons of suspended solids. The
301 (h) model mass distribution of particle settling speeds was
used for the simulation.

The predicted depositional pattern is shown in Figure 21. It 1is
somewhat unusual in that an area with substantially increased
depsitional rates is predicted to occur upcoast and inshore from
the outfall.

The generation of this inshore "peak" is predominantly associated
with a two week period within the two month long time-series of
current measurements. During this period, the currents are weak
and two major reversals in the longshore component of the cur-
rents occur. The currents at a depth of 40m (used for the simu-
lation) show both onshore and upcoast flow of moderate speed
during this entire two-week period (Figure 22).

In the discussion of the formulation of SEDF2D, it was noted that

the failure to satisfy the continuity condition for £1luid mass
could lead to errors in the residence times of particles in the
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grid cells. In general, these errors are small since the long-
shore component of the currents is substantially greater than the
cross—-shore component, and only the latter is modified near the
boundary.

During this particular period at Point Loma, however, this condi-
tion is clearly not satisfied, and errors in the residence times
may be large. In the extreme case of a direct onshore flow, for
example, the cells inshore from the outfall will be "sinks" for
the effluent particles, as well as water mass, since there is no
mechanism (i.e. longshore transport) to carry them out of the
cell. Therefore, it is important to be aware of the assumptions
incorporated in the model so that features of the predicted
sedimentation pattern that may be due to failure of the modeling
assumptions can be identified as suspect.

In this particular case, flows measured at another depth (15m),
as well as at an intermediate depth (28m) at a different mooring
(42m of water), show considerable differences in the net motions
from those observed at the 40m depth. This suggests that during
this period, the flow in the area was probably complex. Possibly
if data had been available from other, suitably placed moorings,
a more representative prediction could have been generated for
this period.

Figure 23 shows part of the deposition pattern predicted for the
month-long time-series of current measurements containing this
anomalous two-week period of onshore flow. In this simulation,
the sedimentation rates in the vicinity of the 30 meter isobath
(the effective coast) are on the order of ?? mg/cm**2/yr, and
substantially exceed the sedimentation rates predicted for the
immediate area of the outfall diffuser (??? mg/cm**2/yr).

In contrast, Figure 24 shows the pattern for the other month of
current measurements. In this case, the peak sedimentation rate
is about 53 ?? mg/cm**2/yr (0.5 km**2) and occurs in the vicinity
of the diffuser. Sedimentation rates in excess of 10 mg/cm**2/yr
occur over an area of about 6.5 km**2 at an emission rate of
17,600 m—-tons/yr of suspended solids.

This latter pattern is probably more representative of the actual
sedimentation pattern and rates occurring in this area. In-
creased sedimentation can, however, be expected to occur during
the period of onshore flow observed during the second month of
observations--even if not at the rate indicated by the model.
More current measurements would have to be examined to see if
this onshore flow condition occurs frequently. If so, more
moorings, or possibly a more sophisticated model, would be re-
quired to adequately estimate the sedimentation rates and
pattern.

This example serves to illustrate that, as with other simulation
models, some care must be used in interpreting the results gener-
ated by the model when unusual environmental conditions are
present.
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IV.7. Simulation Summary

The basic sedimentation characteristics for each of the simulated
discharge areas are summarized in Table I.

Table I
Simulation Parameters
Sett Mass Sett. Max. Area >
Location Spd. Emission Ht. Rate Area Nat.Rate

k ok kkkKkkk * k k Xk * % k k k k k &k * k k %k k * k k k % *x %k kK dk ok Kk ok k ok Xk k

White Pt MYR 113,000 15-30 505 0.25 30
OrangeCo AVG 33,000 30 S0 0.5 6
SanDiego EPA 17,600 30 53 0.5 6.5
Encina EPA 1,070 11 28 .03 .19
Oxnard EPA 925 8 13 212 .38
where: Sett.Spd. refers to the settling speed dist.

EPA -> 301(h) model (F
AVG -> Avg. (Fig.3) (F .0190/Vs** . 43)
MYR -> Myer (1974) (F .0142/Vs**_.50)

Mass Emission is in metric-tons of suspended
solids per year.

Settling Ht. is in meters.

Max. Rate is the maximum sedimentation rate
in mg/cm**2/yr

Area is the area corresponding to the maximum
sedimentation rate in square kilometers

Area > Nat. Rate is the depsoitional area (kmx=*2)
with a rate in excess of 10 mg/cm**2/yr

.0175/Vs**.41)

W
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v. SEDF2D TEST/VALIDATION
V.1l. Overview

Two techniques were considered for testing the sedimentation rate
predictions generated by SEDF2D: (1) direct measurements of sedi-
mentation rates using "-ediment traps" and, (2) measurements of
the accumulation of outfall related materials. Sediment trap
measurements were rejected in favor of accumulation rate esti-
mates for a number of reasons.

First of all, the conceptual approach in the model is based on an
ensemble averaging process. Thus it is necessary to measure the
flux rates and patterns for a sufficiently long period of time so
that the fluxes measured in the traps are representative of the
average flux rates.

In addition, it would be difficult to determine if differences
between observed and predicted sedimentation rates are the result
of: (1) not satisfying the averaging criteria during sediment
trap study, (2) employing current meter records for the simula-
tion that were not representative of typical flow conditions or,
(3) fundamental deficiencies in the simulation model.

Another difficulty is associated with the characteristics of
sediment traps. Although they appear to yield fairly reproduc-
able sedimentation rates (and thus are probably suitable for
inter-site comparisons), the magnitude of the sedimentation rates
measured with them are frequently questioned at the levels of
accuracy required for a deflnltlve test of the sedimentation
predictions.

The final problem is associated with signal-to-noise ratios. For
the major outfalls, the peak (spatial--temporally averaged) sedi-
mentation rates are on the order of 100 mg/cm**2/yr (see Section
IV - SEDF2D Simulations). Sediment traps placed near the bottom,
in water depths comparable with the outfall diffusers, collect
particles at rates that correspond to "apparent" sedimentation
fluxes on the order of 2000-4000 mg/cm**2/yr. These increased
rates are apparently associated with resuspension and redeposi-
tion of sediment particles. Since these measured fluxes are
substantially in excess of the expected effluent particle sedi-
mentation flux, it woulda be necessary to utilize a set of traps
at varying heights to assist in separating resuspension-related
fluxes from effluent-related sedimentation.

The separation of resuspension-related deposition from effluent
particle sedimentation might be relatively straight-forward pro-
vided that the wastefield is always above the set of traps.
However, as the strength of the currents increases, the equi-
librium depth of the wastefield increases and, conversely, the
settling height decreases. The location of the wastefield in the
water column may also vary in time as isopycnal surfaces are
displaced upward and downward by internal waves, internal tides,
and baroclinic processes. This variability greatly increases the
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difficulty in separating sedimentation processes from resuspen-
sion processes.

Measurements of the accumulation rate of effluen.-related nmater-
ials on the ocean bottom provide an alternate method of estimat-
ing sedimentation rates. This method has the advantage that the
properties of the sediments are generally the result of "aver-
aging" fluxes (through bioturbation of the sediments) over a
longer period of time than could reasonably be achieved with
sediment traps.

Difficulties associated with the method include: (1) uncertainty
about the precise location of the "discharge horizon" in sediment
cores (due to bioturbation) and, (2) the accumulation actually
reflects the combination of a variety of processes including
sedimentation, resuspension, and non-conservative mechanisms such
as the mobilization of effluent “tracers", or the uptake or
"decay" of organic material, etc.

These difficulties can be mitigated, to a degree, if a test site
can be identified where resuspension and redistribution processes
are minimal, and where large masses of effluent-related materials
have accumulated. Both of these considerations suggest that the
best site will involve an outfall discharging a large mass of
solids over a long time into "deep" water. Discharge into deep
water might be expected to reduce the magnitude and frequency of
sediment resuspension. In addition, for a given length-scale
characterizing the dispersion of resuspended particles, the
resuspension related effects on the outfall-generated sedimenta-
tion field will be minimized if the field is "large" compared
with the resuspension length-scale. Large mass emission rates,
over a long period of time, will maximize the accumulation of
effluent-related material in the sediments, increasirg the depth
of the "discharge horizon", and minimizing the error associated
with the "smearing" of this horizon by bioturbation.

V.2. Comparison with Cores from Palos Verdes

The White Point outfall system ({(described in Section IV.2.) meets
all three criteria---"deep" discharge, large annual mass emission
rate, and a long period of discharge. The discharge area 1is
shown in Figure 11, and the predicted sedimentation rates and
pattern are shown in Figure 12. 1In addition to satisfying the
three criteria listed above, this discharge area also includes a
variety of bathymetric features (moderately steep bottom slope,
shelf width varying with longshore position, curvature in the
isobaths, and the presence of submarine canyons). These bathy-
metric features should provide a good test of the simulation
capability of SEDF2D.

V.2.a. Estimation of Accumulated Organic Material

Cores were collected at 17 locations in this discharge area in
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1981 as part of a cooperative study by JWPCP and SCCWRP. The
gravity coring device used to collect the samples is described in

Bascom (1982). The station locations are indicated by the "dots™"
in Figure 12. The accompanying numbers (e.g. "8C") identify the
stations (the number designates the longshore position of a
cross—-shore transect; the letter, the water depth). JWPCP per-
sonnel analyzed the core, in depth increments of 2 cm, for wet
mass, percent water, and percent volatile solids. A subset of

cores and depths were also analyzed for organic carbon and total
DDT. This data set is discussed in Stull, et.al. (In press).

A subset of 12 cores was used to esimate the accumulation of
outfall-related organic material, as measured by volatile solids.
The primary cores in this set were collected along the 60m iso-
bath (JWPCP "C" stations"), secondary cores were collected along
the 305m isobath (JWPCP "A" stations). We did not use the core
from station 8A (or stations 8B and 8Z - not shown in Figure 12)
since there is evidence that material was redistributed as the
result of a "slump".

Figure 25 shows the distribution by "depth" of volatile solids in
the core from stations 9C. In this figure, and in the subseguent
text, "depth" is expressed in terms of cummulative dry-grams of
particulate mass per square centimeter, eliminating the effects
of compaction during coring and providing a convenient set of
units for testing modeling predictions expressed in terms of mass
fluxes. The physical depth of this core was 20 centimeters.

The influence of the outfall discharge on the organic content of
the sediments is seen as an increase in volatile solids concen-
tration at depths of less than 7-10 gm/cm**2. Below that depth,
the volatile solids concentration is relatively constant at about
4-5 percent.

The concentration of volatile solids in natural sediments (in the
absence of the outfall discharge) is estimated from the "deep"
sediments in each core. The mass of natural and effluent-related
particulates deposited in the sediments is assumed to be equal to
the mass of particles above the "horizon" separating increased
levels of volatile solids from the underlying natural levels.
Some uncertainty is introduced into the precise location of this
horizon by the bioturbation occurring during the period when
those sediments were near the surface. Myers (1974) has esti-
mated that extensive mixing of the surface sediments extends to a
(physical) depth of about 5 centimeters. From the characteris-
tics of the surface sediments in the core data, we estimate that
the corresponding bioturbation depth, expressed in mass/area
units, is about ? ? gm/cm*2.

The accumulation of organic material represents the combined
sedimentation of natural and effluent particles after taking into
account the loss of material due to biochemical "decay”.

Myers (1974) found that the organic material in effluent par-
ticulates could be divided into refractory (resistant to decay)
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and non-refractory fractions. Based on studies of the effects of
decay in both laboratory simulations and in the ocean environ-
ment, he found that the concentrations of volatile solids were
reduced by 20 to 35 percent by decay. Most of the loss occurred
relatively rapidly (upper and lower bounds for the decay coeffic-
ient were estimated to be 0.22 and 0.05 per day, respectively).
The tota? duration of the studies ranged from 20 to 78 days. 1In
most of the experiments, the decay process was essentially com-
plete after an elapsed time of about 1 week. Myers estimated
that a “"representative™ reduction in the concentration of organic
carbon was about 25 percent.

Based on these results, it was assumed that the primary loss of
organic material occurs relatively rapidly--either while the par-
ticles are settling in the water column, or while residing in the
"surficial" sediments (Hendricks, 1987). Some additional loss of
organic material may occur while incorporated into the "perma-
nent" sediments, but the decay rate for this process appears to
be quite slow, especially if anaerobic conditions exist in the
subsurface sediments (Myers, 1974). Therefore, the loss of addi-
tional material (in excess of the loss observed in the Myers
study) is likely to be minor.

If the concentrations of natural and effluent particle volatile
solids after decay are known, the masses of both effluent-related
and natural particulates accumulated above the "discharge hori-
zon" can be calculated. Average accumulation rates for the
period between commencement of discharge through the deep out-
falls (1956) and collection of the cores (1981l) can be estimated
by dividing by this time (25 years).

The volatile solids concentration of natural particulates (after
decay), Cn, is estimated from the concentrations in the "deep"
portion of the core. The average volatile solids for material
above the discharge horizon, Cen, is computed from the accumu-
lated volatile solids (Mvs) and total masses (Mt):

Mvs
Cen = —--- \\&)
Mt
Let Ceo be the concentration of volatile solids in the effluent

particles prior to decay, and Ce be the concentration after decay
(i.e. the concentration of "refractory" volatile solids). Then:

Ce S:_ /Sg (1)
Cw: Su/Shy (20)
and: Qev\=(S:+S:\/(S§+ St ) (1)

where:

1]

[t

9
Se = sedimentation of effluent-related organic
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material (after decay)

5: = sedimentation of total effluent-related
o material (after decay)
Su = sedimentation uf natural organic material
(after decay)
S:— = sedimentation of total natural material
(after decay)
The ratio of total effluemt >]lated sedimentation rate to total

z is then given by:
@ SI Ce - Cen w
= e, = mmmmm—em Lez
T

and the total accumulated mass, M1_, is given by:

T
MT= SQV\.AT:.(S:.,.S:\~QT ('13\

where O T is the duration of the discharge (i.e. 25 years). It
follows that the two average sedimentation rates can be obtained
from the core properties from the relations:

S = Y_HAT]K“ IS @)
Se = L itQ‘-X(MT/AT\ (153

Assuming that the change in volatile solids associated with decay
in the effluent particles is known, the sedimentation rate in the
absence of decay can be computed:

1 - Qt-’ F;\

STC (“0 c‘lt.c,z.*\ = 51 (imtaﬂ\ ) YF~ (sz

where: Fi = fraction of inorganic material in the
effluent particles
3 refractory frection**

Ce(t-> o0 )/Ce(t=0)

This analysis was carried out for the cores collected along the
main portion of the sediment field (except station 8A -- as noted
earlier). The correspondlng estlma%_ outfall—-associated sedi-
mentation rates are listed in Table 3&! for refractory fractions,
Fi, of 0.6, 0.7, and 0.8 (Myers' values range from 0.64 to 0.77).

*x* Note: This is not the same as the mass refractory
fraction of organic material (m(t->od)/m(t=0))
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Table 2

Estimated Outfall-Associated Sedimentation Rates
(in mg/cm**s/yr, multiply by 10 for gm/m**2/yr)

Core Refractory fraction

Station 0.60 0.70 0.80

Xk k kkkk k k Xk %k *k Xk %k %k *x k k %

60m 0ocC 17 13 9
1C 97 72 53

3C 186 136 101

6C 310 228 169

7C 466 344 255

8C 628 463 344

9C 97 72 54

10C 13 10 7

305m 1A 17 13 9
3A 46 34 25

6A 104 77 57

10A "0 "0 "0

V.2.b. Comparison with Predicted Rates

Figure 13 shows the predicted sedimentation rate and pattern for
the White Point outfall area for an annual mass emission rate of
113,000 m—-tons.

Figure 26 quantitatively compares the predicted (average) sedi-
mentation rates for each core station along the 60m isobath ("C"
stations) with the rates inferred from analysis of the sediment
cores. The flux rates estimated from the cores are based on a
(concentration) refractory fraction equal to 0.75 (the value used
by Myers in his decay rate analysis).

Near the outfall, and for a couple of kilometers upcoast (Sta-
tions 8C, 7C, and 6C), the predicted sedimentation rates are
comparable with the values estimated from the cores. Downcoast
from the outfall (Stations 9C and 10C), the comparisons are less
certain because of the large gradients (100-fold reduction in
sedimentation rate over distance of 4 kilometers), but the
general pattern of the reduction is reproduced quite well.

In the region from 3 to 12 kilometers upcoast from Station 8C,
the comparisons are less decisive. The predicted distributions
exhibit substantial "hills" and "valleys" in the longshore vari-
ation of sedimentation rate. It is difficult to determine if
these features are "real"; are a result of the limited current
meter data; or indicate deficiencies in the similation technique.
To some degree, these sedimentation features, if real, can be
expected to be "smeared out" in the actual sediments through the

40



processes of resuspension and redistribution. The latter appear
to be active in this area (Hendricks, 1987).

In this simulation, the maximum sedimentation rate in the region
4 to 8 kilometers downcoast from Transect 8 occurs roughly one
simulation cell width (0.25 km) inshore of the 60m isobath. The
corresponding longshore variation in sedimentation rate is indi-
cated by the dashed line in Figure 26. Resuspension of this
inshore "ridge" of material might also tend to £ill in the pre-
dicted valley in this region along the 60m isobath.

Figure 27 shows the predicted and estimated sedimentation rates
along the cross—shore transect containing stations 6C and 6A.
Although there is acceptable agreement between the measured and
predicted values near the 60m isobath, the predicted cross—shore
distribution of the sedimentation field appears to be substan-
tially "narrower" than the distribution (dashed line - Figure 27)
suggested by the accumulation of organic of accumulated organic
material at station 6A (305m isobath). This difference between
the predicted and observed "widths™ of the sedimentation field is
a feature common to all the cross—-shore comparisons (e.g. 1C-1A,
3C-3A, 6C-6A, 10C-1014).

A number of processes could produce this difference. Measure-
ments of the near-bottom currents in this area show that the
movement is generally upcoast and offshore (Hendricks, 1987).
Because of the generally small gradients in sedimentation flux in
the longshore direction, resuspension of the sediments and redis-
tribution by these currents would be expected to produce only
minor changes in the longshore distribution (apart from the
smoothing out of the hills and valleys noted earlier). The
changes in the cross-shore distribution couid, however, be much
larger because of the small-length-scales characterizing the
cross~-shore sedimentation patterns.

A second possibility is related to the shear between the surface

(mixed layer) and mid-water f£lows. The long—-term average
movement of the surface currents is downcoast, while the net
movement of the mid—-water currents is upcoast. In order to

generate this reversal, the pycnocline surface must, on the
average, slope upward towards the coast. Since advective and
diffusive transport occurs primarily along surfaces of constant
density, this "shoaling" of the isopycnal surfaces reduces the
"effective” bottom slope. As a result, the width of the
sedimentation field would be expected to increase. At the
present time, there is insufficient data available to justify
inclusion of the effect into the simulations except possibly on
an exploratory basis.

Qualitatively, these comparisons suggest that the advection-
dispersion representations and algorithims used in the model
provide a reasonable approximation to the average long-term sta-
tistical properties of the actual sedimentation process. How-
ever, on a quantative basis, the sedimentation pattern predicted
by SEDF2D is "narrower" than the accumulation band based on the
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core analysis. Although some of the difference between the
predicted and observed cross-shore "shapes" of the sedimentation
(/accumulation) may be the result .of resuspension and redistribu-
tion of the deposited material or shoaling of isopycnal surfaces,
it appears likely that the total mass deposited along this tran-
sect is greater than predicted by the model. Assuming that the
cross-shore distribution indicated by the dot-dash curve in
Figure 27 is representative of the cross-shore distribution of
the "true" seidmentation field, the total mass predicted to
settle within this transect by SEDF2D is about 45 percent lower
than the (estimated/measured) accumulated mass.

As noted previously, similar differences in the cross-shore dis-
tributions are observed at the other transects. This suggests
that the total mass of material deposited in the area is approx1—
mately 1.7 to 2 times that predicted by SEDF2D. This difference
is not inconsistent with the uncertainties in the mass distribu-
tion of particle settling speeds, but it was not possible to
identify this uncertainty as the source of the observed differ-
ences. As noted previously, some other process, such as sediment
resuspension or shoaling of the density field, is required to
bring the cross-shore distributions into agreement.
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VI. SFFT TEST/VALIDATION
VI.1l. Overview

Measurements of mid-water currents in the vicinity of the White
Point, Orange County, and San Diego outfall areas were examined
to determine the characterstics for a time-seiries of "typical"
midwater currents. The properties of the time-series were des-
cribed in terms of the net flows and the variances for both the
longshore and cross-shore directions. "Typical" values for these
parameters were found to be:

Vx(avg) = 4.0 cm/sec

Vy(avg) = 0.0 cm/sec

Vx(rms) = 7.7 cm/sec

Vy(rms) = 5.1 cm/sec
where: Vx -> longshore component ( + —-> upcoast)
Vy -> cross-shore component ( + -> onshore)

Examination of the individual time-series showed that a record
collected from October 7 to November 12 in 1982 at the Orange
County outfall area at a depth of 40m (in 55m of water) most
closely approximated this set of values. This record had the
following characteristics:

Vx(avg) = 4.1 cm/sec
Vy(avg) = -0.3 cm/sec
Vx(rms) = 10.5 cm/sec
Vy(rms) = 4.4 cm/sec

Sedimentation simulations were carried out for this time-series
of current measurements using both SFFT and SEDF2D. The "com-
posite" mass distribution of particle settling speeds was used,
and the wastefield elevation (above the bottom) was assumed to be
25 meters. A flat bottom cannot be used in SEDF2D, so a slope of
0.4 meters/kilometer was used for those simulations.

In the SFFT simulations, the net cross-shore current was set
equal to 0 (using the utility program CFFT). An approximate
correction for the net cross-shore compoent of the currents, and
the slight bottom slope, in the SEDF2D simulations was carried
out by "folding" and averaging the cross-shore probability dis-
tributions about a longshore axis passing through the discharge
point.

VI.2. Comparison of SFFT Prediction with SEDF2D Prediction
for a Flat Bottom

The longshore distributions of depositonal probabilities (inte-
grated along cross-shore transects) for the two simulation models
are shown in Figure 28. The (half) cross—-shore distributions
(integrated along longshore sections) are shown in Figure 29.
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In general, SFFT predicts somewhat higher depositonal rates in
the immediate vicinity (250-500 meters) of the outfall diffuser
than are predicted using SEDF2D. "Downstream” from the outfall,
the two depositional rates are quite similar. Sedimentation does
not extend as far "upstream" from the outfall in the SFFT simula-
tion as it does in the SEDF2D simulation, and there are some
diffferences in the cross—-shore distributions. These differences
occur primarily when the depositional probabilities are subtan-
tially less than the maximum probabilities.

This comparison indicates that the two depositional patterns, and
the associated rates will generally be comparable for the most
important regions of the sedimentation field. The differences
between the two methods that exist in the immediate vicinity of
the outfall can be expected to be reduced when the effects of the
finite extent of the diffuser are included in the simulations
(the example simulations represent a "point" discharge).

44



VII. "GENERIC" SEDIMENTATION PATTERN

VII.L. "Typical" Discharge Environment.
In section VI.1., the characteristics of "typical" mid-water cur-
rents in the southern California coastal area were identified. A

record collected at a depth of 40m (in 55m of water) off Newport
Beach (California) from October 7 (JD 280) to November 12 (JD
316), 1982 (see Figure 1) was found to most closely reproduce
typical conditons.

This record was used in a SFFT simulation to develop a "generic"
sedimentation distribution that could be used to provide rough
estimates of sedimentation rates and patterns for areas where
time-series of currents were not available—-—-provided that they
are expected to be similar to those occurring in southern
California coastal waters.

The elevation of the wastefield above the ocean bottom was
selected to be 30 meters, and the 301(h) model mass distribution
of particle settling speeds for primary or advanced primary
treated effluent was used to represent typical particle settling
speeds.

VII.2. "Typical" Sedimentation Pattern

The resulting distribution is shown in Figure 30 for an annual
mass emission rate of 10,000 metric tons of suspended solids.
Depositional rates for other mass emission rates can be obtained
by a direct "scaling" by the relative emission rates. The proba-
bility metrix listing the depositional probability for each grid
cell in this simulation is contained in Appendix B. These proba-
bilities may be converted into deposition rates by multiplying by
the annual mass emission rate (in appropriate units, such as
gm/yr, or mg/yr) and dividing by the cell areas (3.125 x 10%**4
square meters, or 3.125 x 10**8 sguare centimeters).

VII.3. Sensitivity to Environmental Conditions
VII.3.a. Net Flow Speed

The sensitivity of this generic depositonal pattern to changes in
the strength of the mean current was examined by carrying out
simulations for net current speeds of 0.0, 2.5, 5.0, and 7.5
cm/sec. The results are shown in Figure 31, which depicts the
longshore variation in the deposition integrated across cross-—
shore transects. The depositional probabilities immediately
around the outfall, and for some distance downstream, are not
substantially altered by changes in the net flow. The greatest
differences occur "upstream" from the discharge, and at substan-
tial distances "downstream".
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VII.3.b. Variability - Longshore Flow

A test was also carried out to determine the sensitivity of the
distribution to changes in the strength of the fluctuations in
the longshore currents. Simulations were carried out for a net
speed of 5 cm/sec, with variances for the longshore component of
the flow equal to 62, 110, and 192 cm**2/sec**2 (corresponding to
rms speeds of 7.9, 10.5, and 13.9 cm/sec, respectively). The
resulting longshore variation in the depositional probabilities
integrated across cross—-shore transects is shown in Figure 32.
The results show the same general characteristics as in the
simulations for varying net flows-—-little change in depositional
rates in the immediate vicinity of the discharge or immediately
downstream, but greater differences upstream from the discharge,
or well downstream.

VII.3.c. Variability - Cross-shore Flow

A similar comparison was made for variations in the variance of
the cross-shore component of the flow. Simulations were carried
out for variances of 11, 19, and 34 cm**2/sec**2 (rms speeds of
3.3, 4.4, and 5.8 cm/sec, respectively). The cross-shore wvaria-
tions in depositional probability (integrated along longshore
sections) are shown in Figure 33. As before, the changes in
depositional probability in the immediate vicinity of the outfall
are minor, with the largest differences occuring near the "tail"”
of the depositional distribution.

VII.3.d. Wastefield Elevation

The final comparison examined the changes in depositional rates
and patterns associated with changes in the wastefield elevation
above the ocean bottom. Since the settling time of particles
with a particular settling speed is proportional to the settling
elevation, to lowest order approxination, they should only be
transported one-half as far if the settling elevation is reduced
by a factor of two. The validity of this approximation was
examined by carrying out simulations for wastefield elevations of
6.25, 12.5, 25, and 50 meters. The dimensions of the grid cells
were also increased by a factor of two with each change in set-
tling height (i.e. 0.065 x .125, .125 x .25, .25 x .50, and .50 x
1.0 kilometers, respectively). The resulting longshore and
cross—shore variations in depositional probabilities are illus-
trated in Figures 34 and 35. Depositional rates in the immediate
vicinity of the outfall are relatively invariant to these scale
changes, however, the spatial extent of the "tails" of the dis-
tributions increase with decreasing settling height.

VII.3.e. Summary of Simulation Sensitivity

Overall, distributional rates within 10-15 percent of the "peak"
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depositional rate are not substantially altered by changes in the
net flow, the strength of the variations, or the wastefield
height (after appropriate scaling of the cell dimensions). This
suggests that suitable estimates of depositional rates and pat-
terns for sedimentation fields around outfalls with low to
moderate mass emission rates of suspended solids can be obtained
from the "generic" patterns.

Appendix B contains the probability distribution matricies for

each of these simulations. Some details in the two-dimensional
distribution of probabilities do accompany changes in the net
flow, or in the strength of the variations. These detailed

changes can be examined, or estimated for a particular situation,
if desired, using these probability matricies.
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VIII. MODIFICATION OF "FLAT BOTTOM" DISTRIBUTION FOR A SLOPING
BOTTOM

VIII.1l. Overview

Depositional patterns generated by SFFT, including the "generic"
depositional patterns" discussed in Section VII, are for discharge
into an area of constant water depth. Comparison of the deposi-
tional patterns generated by the simulation model SEDF2D for the
White Point (narrow nearshore shelf) with those for the Orange
County discharge (wide nearshore shelf), however, indicates that
bottom slope can substantially alter these patterns.

In this section, we address a method that might be used to pro-
vide approximate estimates of the changes that may occur in the
"flat-bottom" distributions in the presence of bottom slope.
This method may provide an estimate of the "real"” pattern without
demanding the time and resources required to carry out simula-
tions with SEDF2D. The basic approach will be to carry out
simulations of the cross-shore distributions of sedimenting par-
ticles for a set of different bottom slopes using the sedimenta-
tion model SEDF2D. The resulting distributions, combined with
dimensional-scaling, indicate the modifications that should be
made to the flat bottom simulation results.

VIII.2. SEDF2D Simulations for Varying Bottom Slope

SEDF2D (Ver. 5.1.3) was used to generate the sedimentation pat-
tern around an outfall discharging into an area with a (planar)
sloping bottom. Bottom slopes ranged from nearly flat (0.1m/km,
or 0.01 percent) to fairly steep (40m/km, or 4 percent). The
effective wastefield elevation was 20 meters. The cross-shore
distributions for the set of simulations are shown in Figure 36.
Sedimentation rates are "normalized" so that a value of unity
corresponds to the largest probability oberved in the (nearly)
flat bottom simulation.

Several changes in the cross-shore distribution are evident as
the slope of the bottom increases. In the case of a flat bottom,
the distribution is essentially symmetrical about the discharge
depth. As the bottom slope increases, however, deposition is
enhanced and sedimentation offshore is depressed. This trend is
consistent with the discussion presented in Section III.l.a.
regarding modification of the 301(h) model (EPA, 1982) for a
sloping bottom, but contrary to the trend predicted by the Koh
(1982) model (Section III.l.b.).

As the bottom slope is increased, the "tails" of the cross—-shore
distributions move closer to the discharge depth, while the
"width" the central deposition peak remains roughly constant
(except for the maximum simulated bottom slope of 40m/km).
Although the number of distributional profiles is small, there is
a hint that the representations of the advective transport used
in SEDF2D lead to the generation of a second, inshore peak in the
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bresence of bottom slope. This "secondary" peak moves closer to
the discharge depth and increases in magnitude as the slope of
the bottom increases. Other simulations show similar features.

The inshore "cut-off" for the deposition of particles corresponds
to the isobath representing a depth equal to the wastefield
depth. The distance from the isobath corresponding to the diffu-
ser depth to this "effective" coastal boundary is equal to divi-
sion of the initial wastefield elevation by the bottom slope.

It is not known if the generation of a secondary peak occurs in
the ocean, or is simply an artifact of the algorithims used in
the simulation model. However, if the coastal boundary "acts"”
like a "reflective" boundary (as commonly used in estimates of
diffusion-driven) dispersion, the depth-dependendence of the
sedimentation rate might be expected to result in the generation
of such a peak.

VIII.3. Modification of the Generic and SFFT-Generated
Flat-Bottom Patterns

Assuming that these cross-shore changes in the depositional pat-
tern predicted by SEDF2D are representative of the real changes,
and noting the similarity between the flat-bottom distributions
predicted by SEDF2D and SFFT, a rough modification of the deposi-
tional pattern predicted by SFFT for a flat bottom to the situa-
tion of a sloping bottom can be made using the appropriate pro-
file shown in Figure 36.

This pattern, however, is associated with a wastefield depth of
20 meters. In Section VII.2.d., it was demonstrated that the
dominant features of the cross-shore sedimentation distribution
for a flat bottom can be estimated for a different settling
elevation by a simple scaling of the cell dimensions. It is
assumed that a similar scaling approximation can be used in the
case of a sloping bottom. In this approximation, the (horizon-
tal) distances shown in Figure 36 should be scaled by the ratio
of the actual wastefield elevation to an elevation of 20m (e.g.
for a wastefield elevation of 40m, a distance of 1 km in Figure
36 would become 2 km). The labels for each of the profiles (i.e.
5m/km, 20m/km, etc.), however, remain the same. With similar
limitations on the validity of the results, this same technique
can be applied to the generic sedimentation pattern shown in
Figure 30, or to the probability distribution matricies contained
in Appendix B.
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IX. A MODEL OF PARTICLE SETTLING SPEEDS WITH AGGREGATION - COAG
IX.1l. Background

One of the critical inputs into the sedimentation flux models is
information on the mass distribution of effluent particle sett-
ling speeds. This distribution may vary ir time, and reflect the
previous and current enviornments experienced by the particles.

Processes that may be expected to influence the distribution
include:

1. Physical-chemical aggregation among effluent parti-
cles at all stages of the discharge, including transit
down the outfall, discharge through the high shear
environment of the outfall port, during the initial
dilution process (characterized by diminishing shear),
and transport and settling in the water column.

2. Analogous aggregation between effluent particles and
natural particles (ranging from microscopic phyto-
plankton cells to "marine snow").

3. Uptake and/or processing by marine biota in the water
column, resulting in the formation of fecal pellets,
etc.

4. Degradataion and transformation of the particle sur-
face characteristics by wastewater and marine micro-
organisms.

5. Mechanical break-up of aggregated particles associa-
ted with turbulence, including irterrittent turbulent
"puffs".

6. Density changes resulting from the combination of
changing ambient pressures and adsorbed gasses, or
gases generated during micro-biological
transformation.

At the present time, the dynamics of these processes and their
relative importance in determining the settling characteristics
of effluent and natural particles in an ocean environment are
poorly understood at best.

The simulations discussed in the preceeding sections utilize
information on the settling characteristics of effluent particles
from laboratory-based estimates using settling columns. The
conditions in these columns deviate from the oceanographic
environment in a variety of ways.

One of the prime concerns is that the effects of particle aggre-
gation are not simulated in the columns. The aggregation between
small particles, such as found in sewage effluent or sludge, has
recently been an area of active research (e.g. Hunt, 1982; Hunt
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and Pandya, 1984; Farley and Morel, 1986).

Farley and Morel (1986) reported on a set of experimental, analy-
tical, and simulation studies of particle aggregation. They
concluded that the mass rate of removal of particles in a homo-
geneously mixed column can be described by a three—term series in
the particle concentration:

ac 2.4 1.9 1.4
—— = B(ds) * C + B(sh) *C + B(b) *C (27)
dat

where:

B(ds),B(sh),B(b) = Proportionality constants for
aggregation rates associated
with differential settling,
shear, and Brownian motion,
respectively (see Section
IX.2.1)

C = particle mass concentration
(e.g. mg/liter)

For particle concentrations in excess of 1-10 mg/l., they suggest
that differential settling and shear induced aggregation pro-
cesses will dominate over those associciated with Brownian
motion, resulting in an approximate equation of the form:

dc 2
[ B(ds)+B(sh) 1 * C (z2)
dt 2

= B * C (29)

i

This equation is identical to the quadratic dependence of the
aggregation process deduced by Hunt (1982) using different
assumptions about the aggregation process.

These results of these studies have the potential to provide
significant new "tools" that can be used to estimate the mass
distribution of particle settling speeds in the ocean environ-
ment. It should be noted, however, that although the studies
address some of the concerns regarding the use of simple settling
column measurements, major differences still remain between the

laboratory environment and the ocean environment. Among these
are:
1. Effluent contains particles with a wide range of
sizes. The laboratory studies were generally

restricted to particles with a narrow size range.
2. A period of time is generally required for aggregation

processes to develop and come to "equilibrium". A
quantitative relationship between this latency period
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and the particle environment has not been developed,
and equation (27) is not representative ot this
latency period.

3. The initial dilution process contains many elements
of an ideal coagulation environment. For example,
sea-water is mixed with the effluent, lowering
electrostatic barriers to aggregation. Fluid shear is
initially high (promoting rapid initial aggregation),
but declines in time (reducing the liklihood of
breaking up aggregated flocs). This sequence is
not simulated in the laboratory environment.

4. Natural particles that may aggregate with the effluent
particles may have time-dependent size and density
characteristics, depending on whether they represent
the remanents of marine "snow" broken-up during
entrainment into the initial dilution plume, phyto-
plankton cells entrained into the plume or sedimenting
into the wastefield from above, or intact marine
"snow" encountered by the settling effluent particles.

IX.2. COAG
IX.2.a. Overview

In spite of these differences between the marine and laboratory
environments, it is useful to examine the potential role that
aggregation processes may play in the sedimentation of effluent
particulates. Farley (1986) has developed a sedimentation simu-
lation model of effluent particle sedimentation (DECAL) based on
the results of the studies reported by Farley and Morel (1986).
In this model, equation (29) is adapted to the ocean discharge
by assuming that the upper bound of the wastefield lies at the
pycnocline, and that the wastefield and underlying receiving
water are rapidly mixed by vertical exchange within the time-
scales characterizing the sedimentation process.

There is some question, however, about the validity of the
assumption that vertical exchange processes are strong and the
water column is rapidly mixed between the pycnocline and the
vottom. Figure 37 shows the concentration of ammonia in a sec-
tion of the water column for almost a two day period as it moves
away from the Point Loma (San Diego, CA) outfall (Hendricks and
Harding, 1974). Vertical displacements in the position of the
wastefield (indicated by elevated ammonia concentrations) asso-
ciated with internal waves and internal tides are evident, but
the structure and vertical extent of the wastefield are essen-
tially maintained. These indications of weak mixing are also
consistent with the presence of density stratification in the
ambient receiving water.

IX.2.b. Adaptation of Homogeneously Mixed Column Results to a
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Density Stratified Water Column

An alternate model, COAG, was developed to address the problems
associated with a density ~tratified water column, and the case
of a wastefield that is detached from the ocean bottom in par-
ticular. The output from the model is an estimate of the mass
distribution of particle settling speeds. This distribution can
be used as input to the two sedimentation models SFFT and SEDF2D.

Equation (29) was adapted to a density stratified water column by

subdividing a section of the column into a stack of cells. This
"stack" extends from the top of the wastefield to the ocean
bottom (Figure 38). The water within each cell (or "box") is

assumed to be homogeneously mixed, hence equation (29) should
apply individually to each cell in the stack. The concentrations
of particles within each cell are determined by the inital con-
centrations, transfers between cells (or through the stack bound-
aries), and the loss of material due to "decay".

For simplicity, it is assumed that the ocean currents are uniform
in strength and direction over the entire stack, and that the
simulated "water column" moves with these currents.

IX.2.c. Sedimentation Fluxes

For a cell of unit area and height "h", the flux of mass from a
cell through the lower "face" as a result of sedimentation is:

T, =C- V. : RN

where: Js = flux {(mass/area/time)
C = concentration of particles in the cell
Vs = particle settling speed

Loss of material from one cell due to sedimentation serves as a
source of material for the cell immediately below. The flux of
material settling from the lowest cell in the stack constitutes
sedimentation rate to the ocean bottom.

IX.2.d. Natural Particles

Farley (1986) addressed the question of aggregation between
effluent and natural particles in the sedimentation model DECAL
by considering the flux of particles sedimenting down into the
wastefield from primary production in the overlying water. His
simulations suggest that effluent-natural particle aggregation
may significantly alter the total flux, and effluent flux, to the
ocean bottom. In COAG, primary production, per se, is not ex-
plicitly included--only the flux of natural particles settling
into the uppermost cell, the initial distribution of natural
particles in the column, and the decay and aggregation charac-
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teristics of the particles are specified. However, primary
production is one component of the flux into the uppermost cell
in the stack--hence it is implicitly included in the simulation.

IX.2.e. Non-Conservative Processes

Time-scales characterizing phytoplankton growth are determined by

phytoplankton type (and environmental history), nutrient concen-
trations, water temperature, and light intensity (in the appro-
priate spectral bands). For nutrient and light "saturated" con-

ditions, characteristic population "doubling" times are on the
order of a day, or comparable with characteristic sedimentation
times. * The introduction of nutrients into the euphotic zone as a
result of the discharge may stimulate phytoplankton growth, or
alter the cell density (through nutrient uptake and storage).
These processes are ignored in COAG.

In a similar manner, increases in particle mass resulting from
the conversion of dissolved nutrients and carbon into bacterial
cells is also ignored, as are changes in density associated with
the production of gasses, etc.. However, the loss of particulate
organic mass as a result of microbial activity is included as a
simple, first-order "decay" relationship:

- kT
m(TY = m (o) e (31)
where: m(T) = mass of the particle at time t=T
m(0) = mass of the particle at time t=0
k = "decay coefficient"”

The computations are carried out assuming that the "decay co-
efficient”, k, is independent of position within the cell--and
hence water depth. This assumption is not entirely justified
since the decomposition rate will depend on temperature and
ambient bacterial populations, both of which are known to gener-
ally depend on water depth. These effects are ignroed because
insufficient information is currently available to develop
realistic representations.

Studies by Myers (1974) show that a portion of the organic carbon
in effluent particulates is refractory to "decay". The algor-
ithim used in the model divides the organic fraction of the
particles into two components: (1) a refractory fraction and (2)
the degradable fraction. The first—order decay reaction only
applies to the degradable fraction. A similar decomposition of
the organic material into a refractory and degradable fraction is
used for the natural particulates.

IX.2.f. Initial Wastefield Particle Distribution

Effluent particles are assumed to be homogeneously mixed through-
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out the wastefield portion of the stack of cells at the comple-
tion of the initial dilution process (i.e. the beginning of the
aggregation calculations). The wastefield also contains natural
particulates that were entrained into the plume during the
initial dilution process. It is assumed that the concentration
of "natural" particulates in the wastefield is equal to the
average of the natural particle concentration in the cells below
the lower bound of the wastefield. This is equivalent to assum-—
ing that the initial dilution is proportional to the (vertical
component) of the entrainment distance. This entrainment rela-
tionship is characteristic of a buoyancy-driven "line" source
representation for the outfall diffuser.

The possibility of reentrainment of settling particles into the
initial dilution plume as they settle out from the wastefield is
ignored.

IX.2.f. Boundary and Initial Conditions

The initial conditions required by the model include the concen-
tration of effluent in the wastefield, the thickness of the
wastefield, the height of the water column, and the depth-
dependent concentration of natural particles in the water column
below the wastefield.

The distribution of natural particle mass in the water column is

either (a) fixed or, (b) estimated by carrying out simulations of
the sedimentation of natural particles in the absence of effluent
particulates. The independent variables for the latter simula-
tion are:

1. The aggregation constant.

2. The decay coefficient for organic material.

3. The refractory fraction of the organic material.

4, The £1lux of natural particulates settling into the

uppermost cell in the water column.

If depth-independent concentrations of natural particulates are
not assumed, the simulation is carried out until the water column
concentrations of these particles reach their steady-state
values. Prior to acheiving steady-state conditions, the concen-
tration in each cell changes until the input of mass associated
with sedimentation from the cell above is equal to the loss of
mass associated with sedimentation out of the cell and the loss
due to decay. In some cases, weeks of simulated time may elapse
before this steady-state conditions is achieved.

This long response time suggests that natural particle concentra-
tions in the lower portion of the water column may not achieve
steady-state values in the ocean. In this case, the assumption
of a constant (depth-independent) concentration may provide an
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adequate approximation without requiring the additional natural
particle simulation.

In some cases, the flux of natural particles into the uppermost
cell of the stack may be unknown, but the f£lux of natural par-

ticulates to the sediments is known. In that case, the value of
one or more of the independent variables (flux from the overlying
water, aggregation coefficient, etc.) can be adjusted, as deemed

appropriate, until simulations fulfilling the desired boundary
condition are achieved.

If the distribution of natural particles in the water column (in
the absence of a discharge) is simulated. Once steady-state
conditions are reached, the profile (including the degradable and
refractory fractions) is stored in a file. This file can be used
to supply the initial concentrations of natural particulates in
the water column at the beginning of each outfall discharge
simulation.

IX.2.h. Computational Procedure

The computation begins (T=0) at the completion of the initial
dilution process and the formation of the wastefield. At that
time, the location of the wastefield in the water column is
established (specified as input to the model), the initial con-
centrations of effluent and natural particles in the wastefield
are computed, and the concentrations of of natural particles in
the receiving water underlying the wastefield water is set.

The computation then "searches" through the water column to find
the cell with the maximum concentration of particles. This
initial concentration is used, in combination with the aggrega-
tion constant and cell depth, to make a first-order estimate of
the time required for all the particles to settle a distance
equal to the thickness of a simulation cell. A simulation time
step equal to one-tenth of this value is selected for the actual
simulations.

At the end of each time step, the loss of degradable and refrac-
tory material associated with sedimentation is computed for each
cell. The anon-refractory mass is "adjusted" for the decay that
has occurred during the time step and added to the mass of the
underlying cell. The mass of material remaining in the cell 1is
also adjusted to reflect decay.

Material settling out of the bottom cell is considered to be
deposited on the ocean bottom, the settling of natural particu-
lates from above the wastefield serves as a source of natural
material for the top cell.

This computational sequence proceeds until a specified period of

time has elapsed. A summary of the mass that has been deposited

on the bottom by sedimentation from the bottom cell is printed at
selected time intervals.
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The simulations can be executed in either of two modes. In the
first mode, sedimentation fluxes are computed for each cell in
the wastefield and the underlying receiving water. The "appar-
ent" settling speed of effluent particles deposited on the ocean
bottom during each time step is computed from the distance of the
wastefield mid-point to the bottom and the total elapsed time
since discharge. The summary of deposition at the completion of
each time step includes the masses of both the degradable and
refractory fractions of both effluent and natural particles, and
the associated settling speed.

An alternate method of computation is provided for in the model.
In this technique, the settling speed of effluent particles
passing through the lower boundary of the wastefield is estimated
at each time step from the flux rate and the concentration in the
lower wastefield cell (see Equation (30)).

This method does not include the effects of aggregation between
particles below the wastefield. However, comparisons of simula-
tions carried out using both methods indicate that the results
are generally comparable. Simulations using the second method
usually require substantially less computation time.

IX.2.i. The Aggregation Parameter "B"

The aggregation factors are defined in terms of the properties of
the environment and the particles as follows (from Farlcy, 1986):

i o, 4.9
p=F 2’Cc.. ’ Bas ¥ £ Bsy, /C:‘\ (32
L= 1+ ('(%;,_\/J_;—‘;— (33)
Bas= 312 (ul5)" (wpie, ) (a(dskds\‘s/[? (54)
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Bslo= 10 (/W)™ (xy i) Ksh ey, Y /P (35)
. 2KT ““__“‘"3
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average particle concentration
fluid density

particle density

particle porosity
collision efficiencies
absolute temperature
kinematic viscosity

= dynamic viscosity

= gravitational acceleration
= fluid shear

= cell thickness

where: a

LY
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In general, there is only a weak to moderate dependence on the
cell thickness, "h". The rate equation. (29), is specified in
terms of particie concentration, C, however, instead of particle
mass. As a result, vertical flux rates are not independent of
cell thickness. For example, the "flux-rate" based analog (B%*)
to the "aggregation parameter", is related to the concentration-
rate based aggregation parameter (B) by a factor equal to the
cell thickness:

dM/dk'=—'B* Cz (HQ
B¥: B.H
(42)
where: H = the cell thickness

m mass/unit area

This means that if a homogeneously mixed segment of the water
column of thickness, H, is subdivided into two homogeneously
mixed cells, each of thickness H/2, the flux out of the bottem
cell will be one-half the fiux befor: the column was subdivided
unless B* is based on the total height of the two cells, instead
of the height of each celi. Thus, the flux equations are not
scale independent. For internal consistency, the flux-based
aggregation parameter, B*, must be computed on the basis of the
total thickness of the mixed layer (i.e. 2 x H/2 = H in this
example), to ensure that the flux rates are independent of the
number of cells used to represent the wastefield.

This requirement does not present any conceptual or computational
difficulties when distinct, completely mixed, layers are simu-
lated. However, the region of the water column below the waste-
field (and the upper region in the absence of the wastefield)
generally is not completely mixed. Thus there are some con-
ceptual difficulties in choosing an appropriate value for B* (or,
to a lesser degree, B). Again, for internal consistency, all
simulations carried out with COAG have used flux-rate aggregation
parameter values based on the total thickness of the wastefield.
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IX.2.3j. Simulations

Mass distributions of the effluent particle settling speeds have
been generated for wastefield thicknesses of 15m and 30m, and
wastefield concentrations of effluent particles of 0.6 mg/1, 2.5
mg/l, and 3.3 mg/l. The concentration of natural particles was
assumed to be 0.3 mg/l. The water was assumed to have a tempera-
ture of 15 deg.-Celsius. The values of the other gquantities
entering into the aggregation parameter equations are from Farley
{(1986) .

The resulting mass distributions of particle settling speeds,
based on the flux rates from the bottom of the wastefield, are
shown in Figure 39 . The strong dependence of the mass distribu-
tion of particle settling speeds on both wastefield thickness and
particle concentration is obvious. A doubling of the wastefield
thickness increases the effective particle settling speeds by
about a factor of two. A factor of 4.2 change in particle con-
centration (0.6->2.5) results in a factor of about 4 change in
the settling speeds.

In all cases, approximately 30 percent of the particles have
essentially a unique settling speed; about 50 percent of the
particles have a settling speed within 20 percent of the dominant
{highest) speed; and 80 percent of the particles have settling
speeds that differ by a factor of about 3 (or less) from the
maximum speed.

IX.2.h. Simulation of White Point Sedimentation with SEDF2D and
Settling Speeds from COAG

mach settling speed sub-group used in the previous SEDF2D
simulations for White Point contains a range of setting speeds
that varies by a factor of about 3 (actually 3.16). Thus the
range of settling speeds estimated for the White Point discharge
using the COAG simulations spans approximately one SEDF2D sett-—
ling speed subgroup. In the early 1i970's, the concentration of
suspended solids in White Point effluent was about 330 mg/l, in
the mid-seventies, improved treatment reduced this concentration
to about 245 mg/l (SCCWRP, 1972; Schafer, 1974-1932). For a
wastefield effluent particle concentration of 2.5 to 3.3 mg/1l
(corresponding to an initial dilution of 100:1) and a wastefield
thickness and elevation equal to 30m, the predicted settling
speeds range from about 0.01 to 0.032 cm/sec.

The sedimentation pattern associated with the SEDF2D sub-group of
particles with this range of settling speeds for the White Point
outfall simulations was examined. The longshore distribution of
sedimentation rates along the 60m isobath is shown in Figure 40.
Also shown are the estimated values at each of the coring
stations (see Section V.2.).

The peak sedimentation rate is estimated to be about 3300
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mg/cm**2/yr. For a (concentration-based) refractory fraction of
organic material of 75 percent, the cores in that area indicate
sedimentation rates of about 400-550 mg/cm**2/yr. Thus the pre-
dicted sedimentation r.tes are about 7 times greater than the
values estimated from the cores in the immediate vicinity of the
90-inch outfall. Twelve kilometers "downstream" from the outfall
(Station 1C), however, the sedimentation is predicted to fall off
to about 1 mg/cm**2/yr, or only about 1/70 of the rate estimated
from the core at that station.

Sedimentation rates in the immediate vicinity of the outfall
should be relatively insensitive to measurement errors in the
current speeds, their temporal variability, or the large-scale

flow characteristics of the ocean currents. Thus the difference
between the predicted and estimated sedimentation rates near, the
outfall suggests that: (1) the refractory fraction of organic
material may be less (e.g. 0.3 instead of 0.75) than estimated in
the Myers (1974) studies, (2) resuspension may have dispersed a
substantial fraction of the deposited material, (3) the waste-
field may be thinner and form higher in the water column or, (4)
the settling speeds obtained from the COAG simulation may not be
representative of the true distribution. At the present time,

the correct reason(s) cannot be determined.

Figure 41 shows the cross~shore distribution of the sedimentation
flux using the COAG-generated mass distribution of particle
speeds for an initial wastefield concentration of effluent
particles of 2.5-3.3 mg/l. As in the simulation generated using
the mass distribution of particle speeds measured in settling
column, the predicted wastefield width is less than the width
inferred from the cores. In the present case, however, the total
sedimentation flux is substantially greater than inferred fron
the core measurements. .

Figure 42 shows the distribution of sedimentation flux along the
60 meter isobath using the next (slower) sub-group of effluent
particle settling speeds (corresponding roughly to an initial
wastefield concentration of effluent particles of about 0.6
mg/l). In this case, the predicted distribution is similar to
the measured distribution. Figure 43 illustrates the predicted
cross-shore distribution of sedimentation flux. Although a minor
"secondary" peak 1is predicted to occur offshore, the general
characteristics are similar to those obtained using the settling
column based mass distribution of particle settling speeds.

A comparison of the simulations carried out for the White Point
area using estimates of the mass distribution of effluent
particle settling speeds from settling column studies and from
the aggregation model COAG indicates that:

(1) the longshore distribution of sedimentation flux using
the settling column settling speed information is in
relatively good agreement with the rates estimated
from the accumulation of organic material in the
sediments along this isobath
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(2) if particle settling speeds are estimated using COAG,
the effluent concentration of particles, and an initial
dilution of 100:1, the predicted sedimentation in the
vicinity of the outfall is much greater than observed
in the sediments; farther downstream (7-12 km), the
predicted rates are much lower than observed

(3) longshore sedimentation flux distributions based on
the particle settling speed distribution predicted by
COAG for an initial wastefield effluent particle
concentration of 0.6 mg/l is similar to the
distributions predicted using the settling column
information, or the measured distribution. Initial
wastefield concentrations of effluent particles of
0.6 mg/l would, however, require "typical" initial
dilutions of about 400:1 to 550:1

(4) all the settling speed distributions lead to cross-
shore sedimentation flux distributions that are
significantly "narrower" than the fluxes based on
accuniulation rates

(5) COAG simulations predict that the settling particles
will have an almost unique settling speed, whose value
depends on the initial wastefield concentration of
particles (and hence the initial dilution generated
by the outfall) and the wastefield thickness. The
large-scale sedimentation flux patterns based on
settling speed distributions predicted by COAG are
sensitive to the initial particle concentation.

(6) existing data on the characteristics of the sediments

is insufficient to determine the best method for
estimating particle settling speeds.
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X. CONCLUSIONS

Two numerical simulation techniques have been developed to esti-
mate the sedimentation of effluent particulates around ocean
outfalls. Both methods take into account the temporal charac-
teristics of the ocean flows, and require one, or more, time-
series of measurements of the mid-water currents. Other informa-
tion required for a simulation includes: (1) the height of the
wastefield above the ocean bottom and, (2) the settling charac-
teristics of the effluent particles.

One of these methods, SFFT, was used to develop a set of
"generic" sedimentation patterns. The sensitivity of these
"generic" sedimentation rates to variations in the net current
speed, variability in the longshore and cross-shore components of
the flow, and the settling elevation were tested. It was found
that the sedimentation rates and pattern in the immediate vicin-
ity of, and downstream from, the outfall were not especially
sensitive to the flow characteristics, and the dependence on
settling elevation could be approximately accounted for by a
simple dimensional scaling of the generic pattern. These generic
patterns should provide useful estimates for areas where appro-
priate current information are unavailable and the mass emission
rates of suspended solids are "small".

One of the simulation models, SEDF2D, can be used to estimate
sedimentation in the presence of spatially variable bathymetry--
provided that the water depth increases monotonically with in-
creasing offshore distance, and "abrupt" changes in the bathy-
metry do not occur. Simulations may still be generated in many
cases if these conditions are not fulfilled, however, sedimenta-
tion rate artifacts may be generated in the vicinity of these
"non-conforming" regions of the discharge area.

Sedimentation pattern changes as a function of increasing bottom
slope were examined using SEDF2D. The results can be used to
provide an approximate method for modifying the generic sedimen-
tation pattern, or predictions generated using SFFT, for areas
with "simple" variations in bottom depth.

The simulations generated by SEDF2D for the White Point outfall
area were tested by comparing the predicted sedimentation rates
and patterns with those estimated from a set of sediment cores
collected within the sedimentation field. Sedimentation
associated with this outfall system tends to follow the 55-60 m
isobath (the depth of the outfall diffusers). In general, there
was good agreement between the predicted and "observed" sedimen-
tation rates along this isobath. However, the cross-shore
"width"” of the predicted sedimentation field was less than that
inferred from the core analysis--a difference that may result
from resuspension and redistribution of the sediments.

As a result of the narrower width, the predicted total mass of

effluent particulates deposited within the simulation area is
only about 50-60 percent of the mass estimated from the core
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analysis. Uncertainty in the mass distribution of effluent par-—
ticle settling speeds could account for part, or possibly all, of
this difference. :

All the previous analysis was developed using effluent particle
settling speed characteristics obtained from laboratory-based
settling column studies. A separate simulation model, COAG, was
developed to adapt results on particle aggregation kinetics
developed from laboratory studies (Hunt, 1982; Farley and Morel,
1986) to typical discharge conditions in the ocean. The result-
ing predictions for the mass distribution of effluent particle
settling speeds for White Point effluent were used to provide an
alternative prediction for the sedimentation rates and patterns
in that area.

These initial simulations with COAG-based particle settling
speeds predicted sedimentation patterns in which the predicted
rates near the outfall were nearly an order-of-magnitude greater
than the "measured" rates near the discharge, while the "far
downstream" (e.g. approx. 10 km) flux rates were predicted to be
an order-of-magnitude (or more) smaller than the rates estimated
from the core values.

Simulations with sedimentation patterns comparable to those
obtained with settling column settling speeds could be generated
using COAG if the initial concentration of effluent particulates
in the wastefield, or the thickness of the wastefield, was re-
duced by about a factor of four. Although this reduced concen-
tration, or wastefield thickness, seems unlikely, the results
indicate the sensitivity of the COAG-based sedimentation patterns
to the details of the inipial dilution process.

In summary, three methods ("generic", SFFT, SEDF2D) were devel-
oped to estimate initial sedimentation rates and patterns of
effluent particles around ocean outfalls. These "tools" should
provide improved estimates compared with the methods presently
used in EPA evaluations of outfall-related sedimentation--
particularily for areas where hydrodynamical-numerical model
techniques are inappropriate or impossible to implement.
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Figure 4. Particle dispersion - single release.
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(a) Gaussian probability distribution, (b) top-hat approximation
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Figure 10. Divergent flow.

(a) attached flow (no viscosity); (b) separated flow (viscous).



. Figure 13. Opgerved Patterns of Infaunal Index, Sediment Vola-
tile Solids, and Sediment BOD-White Point Area,
1l = Infaunal Index; VS = Volatile Solids (percent);
BOD = Biological Oxygen Demand (gm/Kg).
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Figure 17. Predicted sedimentation rates for the Encina outtall.

Contours in mg/cm17yr; mass emission rate = 1,070 m-tons/yr.
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ure 19. Predicted sedimentation rates for the Oxnard outfall.

Contours in mg/cm"/yr; mass emission rate = 925 m-tons/yr.
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Figure 25. Profile of sediment volatile solids - Core 9C (White Point).

Depth expressed in (dry) grams/cmz.
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SEDTMENTATION FLUX (mg/cm */yr)
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Figure 26. Sedimentation rate - 60 m isobath.

-<— predicted rate ; - - - rate where maximum occurs inshore of
the 60m isobath; @ rate estimated from sediment cores.
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Figure 29. Comparison of cross-shore sedimentation distributions predicted by
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RELATIVE PROBABILITY
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Figure 33. Cross-shore dependence on cross-shore variability in the currents (SFFT).

kN
Probabilities normalized to maximum cell value for(E1= 19 cm‘/seclﬂ
V =5.0 cm/sec, H = 25m. Cell width = 0.25 km.
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RELATIVE PROBABILITY
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Figure 35. Cross-shore dependence on settling height (SFFT).

Probabilities normalized Ep maximum cell valuefor V = 5 cm/sec, gy’ =
110 cm®™/sec®, Gy~ = 19 cm'/sec™, H = 25m. Cell width (km) = 0.01
times the settling height (in m).
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Figure 36. Cross-shore dependence on bottom slope.

Values normalized to maximum (cell) value for a slope of 0.1lm/km.
Settling height = 25 meters.
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Figure 40. Longshore sedimentation distribution for 60m isobath ~ White Point.

COAG settling speed distribution for C=2.5 mg/l, H=32 n. indicates
SEDF2D predicted distribution (60m isobath), - - - indicates predicted
rate if inshore of 60m. @ indicates rate estimated from cores.
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Figure 41. Cross-shore sedimentation distribution for Transect 6 - White Point.

COAG settling speed distribution for C=2.5 mg/1l, H=32m. indicates
SEDF2D predicted distribution (60m isobath), - - - indicates predicted
rate if inshore of 60m. @  indicates rate estimated from cores.
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Figure 42. Longshore sedimentation distribution for 60m isobath - White Point.

COAG settling speed distribution for C=0.6 mg/l, H=32 n. indicates
SEDF2D predicted distribution (60m isobath), - - - indicates predicted
rate if inshore of 60m. ® indicates rate estimated from cores.



Lo 4 =5 = i e———— s v bl = e (e e tarim
Soe -
— Agon o
| )
S
!J\
=
8]
S~
o
E
=]
(3
<0
e yoo b
=
o
]
£
-
=
=
&
=
-
=
=3
w
1o = ® 6C
3]
6A
(60m Isobath)
o L [ \ 1 il
- -1 P>} 1 'Y
(-- Onshore DISTANCE (km) Offshore -->

Figure 43. Cross-shore sedimentation distribution for Transect 6 - White Point.

COAG settling speed distribution for €=0.6 mg/1l, H=32m._ ind%cates
SEDF2D predicted distribution (60m isobath), - - - indicates predicted
rate if inshore of 60m. & indicates rate estimated from cores.



