
Extremes and Short‐Term Fluctuations in Coastal Ocean
Acidification and Hypoxia
Pierre Damien1 , Daniele Bianchi1 , Faycal Kessouri1,2 , and James C. McWilliams1

1Department of Atmospheric and Oceanic Sciences, University of California, Los Angeles, CA, USA, 2Southern California
Coastal Water Research Project, Costa Mesa, CA, USA

Abstract In Eastern boundary upwelling systems, such as the California Current System (CCS), seasonal
upwelling brings low oxygen and low pH waters to the continental shelf, causing ocean acidification and
hypoxia (OAH). The location, frequency, and intensity of OAH events is influenced by a combination of large‐
scale climatic trends, seasonal changes, small‐scale circulation, and local human activities. Here, we use results
from two 20‐year long submesoscale‐resolving simulations of the Northern and Southern U.S. West Coast
(USWC) for the 1997–2017 period, to describe the characteristics and drivers of OAH events. These simulations
reveal the emergence of hotspots in which seasonal declines in oxygen and pH are accompanied by localized
short‐term extremes in OAH. While OAH hotspots show substantial seasonal variability, significant intra‐
seasonal fluctuations occur, reflecting the interaction between low‐ and high‐frequency forcings that shape
OAH events. The mechanisms behind the seasonal decreases in pH and oxygen vary along the USWC. While
remineralization remains the dominant force causing these declines throughout the coast, physical transport
partially offsets these effects in Southern and Central California, but contributes to seasonal oxygen loss and
acidification on the Northern Coast. Critically, the seasonal decline is not sufficient to predict the occurrence
and duration of OAH extremes. Locally enhanced biogeochemical rates, including shallow benthic
remineralization and rapid wind‐driven transport, shape the spatial and temporal patterns of coastal OAH.

Plain Language Summary As the global ocean undergoes significant oxygen depletion and
acidification due to increasing anthropogenic pressures, coastal areas are increasingly exposed to stressful
conditions for marine ecosystems. Eastern boundary upwelling systems, as the California Current System, are
naturally vulnerable due to the seasonal on‐shelf transport of nutrient‐rich, oxygen‐poor, and acidic waters. In
this study, we analyze a 20‐year high‐resolution numerical simulation of the southern and northern U.S. West
Coast to describe the characteristics and drivers of ocean acidification and hypoxia events. These simulations
reveal the emergence of hotspots characterized by significant increases in the frequency and duration of
acidification or hypoxia events. While these locations show substantial seasonal variability, there is also
significant intra‐seasonal variability, reflecting the interaction of low‐ and high‐frequency forcings that shape
extreme events. Critically, the seasonal decrease is not sufficient to predict the occurrence and duration of
extreme events. The influence of short‐term fluctuations in transport and remineralization rates is twofold, as
they significantly increase the frequency and severity of extreme events, but also lead to shorter individual
events. The resulting impacts on marine organisms are difficult to predict, as high‐frequency variability
exacerbates potentially harmful conditions, but also causes periods of relaxation that may promote ecosystem
resilience.

1. Introduction
The global ocean is undergoing significant oxygen loss and acidification due to increasing anthropogenic pressure
(Doney et al., 2009; Levin, 2018). Over the past 60 years, the global loss of oceanic oxygen (O2) has exceeded 2%
per decade (Schmidtko et al., 2017) and the global surface pH has dropped by approximately 0.005 pH units per
decade (Feely et al., 2009). This trend is expected to continue (IPCC, 2023) and intensify under increasing ocean
warming and stratification (Li et al., 2020). Together with increasing temperatures, O2 loss and acidification are
major stressors to ocean ecosystems, which depend on specific O2 and pH ranges for their functioning and
composition (Deutsch et al., 2015; Orr et al., 2005). Low O2 conditions alter a wide range of physiological,
metabolic, and behavioral aspects of marine life, especially for demersal and benthic organisms that live near or
within the seabed (Service, 2004), and affect elemental cycles that depend on aerobic respiration (Breitburg
et al., 2018; Levin, 2018). In parallel, calcification rates and other biological functions can be impaired by
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declining pH, for both calcifying and non‐calcifying organisms (Fabry et al., 2008; Hauri et al., 2009). While
low‐O2 and acidification thresholds vary by organism, and are likely modulated by temperature, extreme re-
ductions in oxygen and pH can be lethal to marine organisms, with potentially synergistic effects (Gruber
et al., 2021). Repeated exposure to OAH thus poses a risk to marine ecosystems, especially those with slower
adaptive capacity than the timescale of environmental change (Bednaršek et al., 2017).

Coastal waters are particularly vulnerable to the emerging risks of OAH. Because of enhanced exchanges with
adjacent lands, the overlying atmosphere, and the sediment, biogeochemical rates are intensified (Damien,
Bianchi, McWilliams, et al., 2023; Muller‐Karger et al., 2005) and the effects of climate change amplified (Fennel
& Testa, 2019; Laruelle et al., 2018) on continental shelves. Coastal waters are naturally exposed to O2 loss and
pH reductions, in particular in eastern boundary upwelling systems characterized by seasonal on‐shelf transport of
nutrient‐rich, O2‐poor, and acidic waters (Feely et al., 2008). Intense primary production and remineralization
amplify subsurface oxygen loss and acidification, in particular on continental shelves exposed to nutrient inputs
and eutrophication from natural (Rabalais et al., 2002; Zhou et al., 2017) and anthropogenic sources (Kessouri,
McWilliams, et al., 2021; Laurent et al., 2017). The combination of naturally occurring low‐O2 and low‐pH
waters and intense variability in ocean circulation (Dauhajre et al., 2017), water residence time (Fennel &
Testa, 2019; Liu et al., 2019), biogeochemical rates (Damien, Bianchi, McWilliams, et al., 2023), air‐sea fluxes
(Resplandy et al., 2024), and anthropogenic nutrient inputs (Cai et al., 2011; Kessouri, McWilliams, et al., 2021;
Liu et al., 2021) makes continental shelves particularly prone to extreme OAH conditions (Fennel & Testa, 2019).

The CCS has a rich history of OAH studies based on both observations and numerical models. Several instances
of hypoxic and low‐pH conditions have been documented in the region, in particular along the coasts of Van-
couver Island (Franco et al., 2023), Washington State (Barth et al., 2024; Connolly et al., 2010), Oregon (Adams
et al., 2013, 2016; Chan et al., 2008; Hales et al., 2006; Harris et al., 2013), and California (Booth et al., 2012;
Feely et al., 2008; McClatchie et al., 2010). Detrimental impacts of OAH on marine organisms have already been
observed in the CCS (Bednaršek et al., 2014, 2017; Feely et al., 2016; Haigh et al., 2015; McClatchie et al., 2010),
including habitat compression for zooplankton and fish (Bednaršek & Ohman, 2015; Howard et al., 2020).

While multiple modeling studies have focused on future OAH projections and long term trends (Gruber
et al., 2012; Hauri, Gruber, Vogt, et al., 2013), the importance of basin‐scale interannual to decadal climate
variability in modulating OAH is also well recognized (Desmet et al., 2023; Deutsch et al., 2011; Turi
et al., 2016). Recent work has shown significant regional effects of large‐scale climate modes superimposed on
anthropogenic trends, highlighting regions along the coast that are particularly exposed to severe OAH (Chan
et al., 2017; Cheresh & Fiechter, 2020; Feely et al., 2024).

The prevalence of upwelling imparts a seasonal timescale to OAH along the USWC. However, observations show
that intense OAH events can occur on shorter timescales, ranging from several hours to days and weeks (Adams
et al., 2013, 2016; Connolly et al., 2010; Hales et al., 2006; Harris et al., 2013). Although seasonal, interannual,
and decadal variability modulate such events, their occurrence remains short‐term and episodic. A useful
framework to analyze OAH thus focuses on “extremes” or “events” (Burger et al., 2020; Gruber et al., 2021)
which describe OAH patterns based on their duration, frequency, intensity, and spatial extent. This framework is
particularly relevant to OAH impacts on marine organisms (Frieder et al., 2014) and accommodates the occur-
rence of compound events (Bednaršek et al., 2016; Feely et al., 2018; Gruber et al., 2021; Walter et al., 2024),
when hypoxia and acidification overlap, amplifying the risk of ecosystem harm.

Because of limitations in spatial coverage and sampling frequency, a coast‐wide characterization of OAH events
cannot be based on observations alone but must also rely on numerical models. Regional modeling studies have
yielded fundamental insights on the patterns and variability of OAH in the CSS (Bednaršek et al., 2021; Cheresh
et al., 2023; Desmet et al., 2022, 2023; Hauri, Gruber, McDonnell, & Vogt, 2013; Kroeker et al., 2023). However,
compound events remain poorly characterized. Accurate modeling of OAH extremes on scales relevant to coastal
ecosystems requires submesoscale‐resolving models driven by high‐frequency atmospheric forcings, with a
realistic representation of nutrient, carbon, and oxygen cycles (Damien, Bianchi, McWilliams, et al., 2023;
Damien, Bianchi, Kessouri, & McWilliam, 2023).

In this study, we investigate OAH extremes along the USWC shelf, with a specific focus on event duration. Our
work is based on two 20‐year‐long numerical simulations of the Northern and Southern CCS with a
submesoscale‐resolving physical‐biogeochemical model driven by realistic atmospheric forcings. The extended
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duration of our simulations enables robust statistical analysis of OAH events. We also leverage the extensive data
sets of biogeochemical observations collected in this region by numerous programs, which enables a thorough
validation of the model. We first examine the distribution, duration, and frequency of individual and compound
OAH events. We then identify the processes that drive shelf habitats below specific OAH thresholds and char-
acterize the seasonal and intra‐seasonal timescales of these drivers.

The rest of the paper is organized as follows. Section 2 details the configuration of the numerical simulations,
defines the metrics of OAH exposure, and describes the framework used to diagnose OAH extremes and short‐
term fluctuations. Sections 3 validates the model against in situ measurements, characterizes the variability of
OAH extremes, and investigates the processes controlling the onset and termination of OAH events at seasonal
and sub‐seasonal timescales. Section 4 discusses the main findings and concludes the paper.

2. Methods
2.1. Physical‐Biogeochemical Model

We use the UCLA version of the Regional OceanModeling System (ROMS) (Shchepetkin &McWilliams, 2005)
coupled online to the Biogeochemical Elemental Cycling model (BEC) (Deutsch et al., 2021; Moore et al., 2004).
ROMS solves the hydrostatic primitive equations that describe the conservation of momentum, temperature and
salinity, and the transport of biogeochemical tracers in a terrain‐following coordinate system. BEC represents the
biogeochemical cycles of six major elements (C, P, N, Si, Fe, and O) resulting from the interaction of three
phytoplankton and one zooplankton groups.

The oxygen cycle includes production by photosynthesis and consumption by respiration of dissolved and par-
ticulate organic matter and nitrification. The carbon cycle includes a representation of the carbonate system based
on dissolved inorganic carbon (DIC) and alkalinity. DIC and alkalinity are altered by photosynthesis, reminer-
alization, and formation and dissolution of particulate calcium carbonate (CaCO3). At the surface, air‐sea fluxes
of oxygen and carbon dioxide are computed based on the gas‐exchange parameterization by Wanninkhof (1992).
Oxygen respiration in the sediment is linked to the remineralization of organic carbon that settles and accumulates
at the bottom, following the carbon‐to‐oxygen Redfield ratio. A detailed description of BEC model's equations
and parameters can be found in Deutsch et al. (2021).

The model was run on two overlapping Arakawa C grids for the Northern and Southern CCS (USWC‐N and
USWC‐S, respectively, see Figure 1), with a horizontal resolution of 1 km and 60 stretched vertical levels
(Damien, Bianchi, McWilliams, et al., 2023; Kessouri, Bianchi, et al., 2020). We consider this configuration
submesoscale‐permitting because it allows the emergence of submesoscale dynamics (Capet et al., 2008;
Damien, Bianchi, Kessouri, & McWilliams, 2023; Kessouri, Bianchi, et al., 2020). Initial and boundary con-
ditions are obtained by dynamical downscaling of a similar parent simulation run at 4 km (Deutsch et al., 2021;
Renault et al., 2021). Surface forcing are computed at 6 km resolution from bulk formulae applied to hourly
output from an atmospheric simulation with the Weather Research and Forecasting Model (WRF) model
(Skamarock et al., 2008). Further details on the 4‐km parent configuration setup, initialization, and boundary
forcings can be found in Deutsch et al. (2021) and Renault et al. (2021), along with an extensive validation of
the large‐scale circulation and biogeochemical solutions. Analyses of nutrient, carbon, and oxygen cycles on
the USWC continental shelf based on the Northern and Southern 1‐km simulations are presented in Kessouri
et al. (2020a), Damien, Bianchi, McWilliams, et al. (2023) and Damien, Bianchi, Kessouri, and
McWilliams (2023).

The two 1‐km configurations are run for over 20 years, covering the 1997–2017 period, and analyzed jointly.
Output is saved as daily averages for model velocities and tracers, and as monthly averages for physical transport
fluxes and biogeochemical reaction rates. This output frequency allows us to diagnose the distribution of OAH
events and the seasonal balance of biogeochemical tracers. We further investigate the role of high‐frequency
processes for OAH extremes by using daily averages of physical transport and biogeochemical rates for the
year 2001.

We focus our analysis on the continental shelf, here defined as ocean bottom depths shallower than 200 m
(Laruelle et al., 2013). To facilitate analysis of alongshore patterns, we remapped model variables and fluxes on a
curvilinear, along‐isobath coordinate system that uses isobaths between 0 and 200 m depth as the x→ axis and
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latitude as the y→ axis (Damien, Bianchi, McWilliams, et al., 2023). This choice of coordinates naturally highlights
alongshore variability and cross‐shore gradients, particularly in regions characterized by a narrow and uneven
shelf width.

2.2. OAH Exposure

We define OAH extreme events using a criterion based on absolute thresholds rooted on physiological and
chemical considerations. Rather than using pH, we use the saturation state of the CaCO3 mineral aragonite (ΩAr)

as a metric of ocean acidification, consistent with prior work in the USWC (Chan et al., 2017; Desmet et al., 2022;

Figure 1. Mean sea surface temperature (SST in °C) for (a) theWorld Ocean Atlas (WOA) (Locarnini et al., 2018) and (b) the numerical model (averaged over the 1997–
2017 period). Seasonal variability of sea surface temperature (SST) computed as the root‐mean square of the low‐frequency fluctuations (σlf , Equation 2) in (c) the
WOA and (d) the model. (e) Intra‐seasonal variability in SST (σhf , Equation 2) in ROMS. The black boxes show the Northern and Southern USWCmodel domains, and the
gray line the 200‐m isobath, which separates coastal from offshore waters.
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Harris et al., 2013; Turi et al., 2016). We define corrosive conditions as ΩAr < 1. This is a widely accepted
threshold that separate supersaturated from undersaturated waters relative to the aragonite form of CaCO3 used by
several calcifying organisms (Deutsch et al., 2021; Juranek et al., 2009). Below this threshold, calcifying or-
ganisms are exposed to acidic waters that can lead to shell dissolution and other detrimental effects (Bednaršek
et al., 2017). As a quantity linked to the concentration of carbonate ions (CO2−

3 ) in seawater, ΩAr is directly
affected by changes in the excess of alkalinity relative to DIC (Sarmiento & Gruber, 2006).

We define hypoxic conditions as oxygen concentrations lower than 64.0 mmol m− 3 (∼2 mg L− 1). This is more
restrictive than the value used by Deutsch et al. (2021) in the CCS, but similar to that used by Fennel et al. (2013)
in the Northern Gulf of Mexico and Connolly et al. (2010) on the Oregon and Washington shelf. Oxygen loss
below these concentration often excludes several marine aerobic organisms. We note that more accurate, albeit
more complex, species‐dependent hypoxic thresholds could be defined, for example, based on the Metabolic
Index (Deutsch et al., 2015; Howard et al., 2020).

Following previous approaches (Burger et al., 2020; Gruber et al., 2021), we investigate periods during which, at
any given location, O2 or ΩAr drop under the selected thresholds. These periods are either referred to as hypoxic or
acidification events, or, in short, extreme events. (We use these terms interchangeably throughout the paper.) We
further quantify the frequency, duration, recurrence, and intensity of these events. Based on these metrics, we
identify regions along the coast that are particularly sensitive to OAH extremes, which we refer to as OAH
“hotspots.” A hotspot is defined as coastal area characterized by a marked increase in the frequency and duration
of acidification or hypoxic events. Specifically, a region qualifies as a hotspot if it meets two criteria: (a) it
experiences localized acidification or hypoxic extremes occurrence larger than the alongshore mean value and (b)
the duration of the local prolonged extreme events (75th percentile) exceeds the alongshore mean.

The analysis is conducted in two steps: first, we investigate hypoxic and acidification events, and coastal hotspots,
separately (Section 3.2); second, we investigate extreme events and hotspots characterized by simultaneous
hypoxia and acidification, which we refer to as OAH extreme or compound events (Section 3.3). This metric‐
based approach provides objective benchmarks to quantify ecosystem exposure to extreme conditions. Howev-
er, we recognize that specific impacts on marine organisms are often taxon‐dependent (Bednaršek et al., 2019)
and require additional biological translations (Frieder et al., 2023; Howard et al., 2020).

2.3. ΩAr Computation

Because ΩAr is not a state variable in BEC, we compute it offline with the CO2SYS carbon system algorithm (Van
Heuven et al., 2011), using daily averages of DIC, alkalinity, silicate, phosphate, temperature, and salinity. For
validation purpose and to address the limited numbers of direct carbon system observations along the USWC
compared to other hydrographic variables (Jiang et al., 2021), we also use two empirical models of ΩAr based on
temperature and oxygen, specifically developed for the Oregon shelf (Juranek et al., 2009) and Southern CCS
(Alin et al., 2012). The use of these empirical relationships has limitations regarding the period to which they are
applied. Although they are considered robust over a period ranging from 10 years (Juranek et al., 2009) to 20 years
(Alin et al., 2012), moving away from the calibration date (i.e., 2007) results in increasingly biased ΩAr estimates
due to the progressive addition of anthropogenic carbon. When applied to the period of our study (1997–2017),
ΩAr may exhibit significant biases toward the boundaries of this period. However, these empirical relationships
are used solely for validation and comparison purposes in our study. Consequently, any biases related to a
suboptimal algorithm use are consistent in both the model and in situ estimates, ensuring fair comparisons.
Furthermore, the analysis of ΩAr temporal fluctuations and acidification events is based on computations that use
the full carbonate system based on modeled tracer concentrations.

A comparison of modeled ΩAr with both direct observations and the empirical relationships reveals that the model
is able to capture the spatial gradients and temporal variability in this quantity. However, the model systematically
overestimates ΩAr by ∼0.27 units (Text S1 in Supporting Information S1). Further comparisons with the
GLODAPv2 database (Olsen et al., 2016) show that, although DIC and alkalinity are in good agreement with
observations, modest biases (<2%) lead to the overestimate of ΩAr in the model.

We attribute these biases to the open boundary conditions for DIC and alkalinity imposed on the parent ROMS‐
BEC solution and discussed in Deutsch et al. (2021). In Deutsch et al. (2021), DIC and alkalinity from GLO-
DAPv1 (Key et al., 2004), with a reference year of 1995, were used to generate boundary conditions by imposing
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density‐ and time‐dependent corrections to account for the oceanic invasion of anthropogenic DIC (Sabine
et al., 2004). The slight overestimate of DIC and alkalinity in the model likely reflects limitations of this approach.
Without correcting for the model overestimate of ΩAr, application of an absolute ocean acidification threshold to
model output would result in an underestimate of the occurrence of acidification events. In order to correct the
model bias, while preserving dynamically consistent spatial gradient and temporal variability, we apply an ad-
ditive correction to the modeled DIC and alkalinity to align them with observations from GLODAPv2. This
correction, which includes a weak zonal dependence, never exceeds 1.9% of the modeled DIC and alkalinity
concentrations (see Figure S2 in Supporting Information S1). This adjustment significantly reduces the bias in
ΩAr (Figure S1 in Supporting Information S1) and ensures an accurate representation of the temporal and spatial
variability when compared against in situ data (see Section 3.1).

2.4. Diagnostics of OAH Variability and Its Driving Processes

We use the following metrics to characterize the mean state and variability of O2 and ΩAr. For an arbitrary model
variable x (here either O2 or ΩAr), we define the long‐term mean (x̄) and the seasonal mean ( x̃i) respectively as:

x̄ =
1
n
∑
n

i=1
xi ; x̃i =

1
m
∑

i+m
2

j=i− m
2

xj ; (1)

where n = 20 years ⋅ 365 days, m = 60 days, i and j are summation indices in days. We quantify the variability at
specific time scales by using the following decomposition on the temporal variance of these quantities:

σtot =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑
n

i=1
(xi − x̄)2

√

; σlf =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑
n

i=1
(x̃i − x̄)2

√

; σhf =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑
n

i=1
(xi − x̃i)2

√

. (2)

Here, σtot measures the total variability of daily averaged quantities, σlf the low‐frequency variability associated
with the seasonal cycle, and σhf the variability in the sub‐seasonal range. We do not quantify long term trends and
interannual variability, which are described elsewhere (Deutsch et al., 2021).

We diagnose the effect of seasonal and sub‐seasonal processes on OAH, by considering the balance equations for
O2 and ΩAr. These can be summarized as follows:

∂O2

∂t
= PHY(O2) + BGC(O2) ;

∂ΩAr

∂t
= PHY(ΩAr) + BGC(ΩAr). (3)

In these equations, PHY represents the divergence of the physical transports by advection and diffusion and BGC
represents biogeochemical sources and sinks. Unlike O2, ΩAr is not a prognostic model variable. Therefore, we
estimate the balance terms for ΩAr with an offline calculation. A small fluctuation in ΩAr(DIC, Alk, T, … ) can be
approximated by a Taylor series expansion (Hauri, Gruber, Vogt, et al., 2013):

ΔΩAr = ΩAr(DIC + ΔDIC, Alk + ΔAlk, T + ΔT, … ) − ΩAr(DIC, Alk, T, … ) (4)

=
∂ΩAr

∂DIC
ΔDIC +

∂ΩAr

∂Alk
ΔAlk +

∂ΩAr

∂T
ΔT +… + O(DIC2, Ω2

Ar, T
2, … ), (5)

where T is temperature. Assuming small contributions from temperature and salinity, a quasi‐linear relationship
between ΩAr and the difference between alkalinity and DIC (a close approximation to the CO2−

3 ion concen-
tration), Alk − DIC, can be derived (see Figure S3 in Supporting Information S1):

ΩAr ≈ α(Alk − DIC) with
∂ΩAr

∂Alk
≈ −

∂ΩAr

∂DIC
= α. (6)

The equation shows that ΩAr can be interpreted as a measure of the deficit of DIC relative to alkalinity (Sarmiento
& Gruber, 2006). Based on analysis of the model solution, we set α = 10− 2 m3 mmol− 1 (see Figure S3 in
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Supporting Information S1). While this linear approximation cannot be used to precisely evaluate the ΩAr budget
closure, we find it accurate enough to evaluate the processes controlling its temporal variations, as further
demonstrated in Supporting Information S1 (Figure S4). Based on Equation 6, we calculate PHY(ΩAr) from α and
PHY(Alk) − PHY(DIC) and BGC(ΩAr) from α and BGC(Alk) − BGC(DIC).

In order to attribute the influence of fluctuations at frequencies higher than seasonal, we compare the statistics of
OAH extreme events in two cases. In the first case, O2 and ΩAr time‐series are computed from daily physical
fluxes and biogeochemical rates. In the second case, we reconstruct the time‐series from the low‐frequency
tendency terms in Equation 3, so that their temporal evolution only reflects seasonal processes. Accordingly,
for a model variable x (either O2 or ΩAr), we set:

xtot(t) =∫
t

0
(PHY(x) + BGC(x)) dt + x(t0), (7)

xlf (t) =∫
t

0
(P̃HY(x) + B̃GC(x)) dt + x(t0), (8)

where xtot and xlf are the reconstructed timeseries with and without the inclusion of intra‐seasonal variability
respectively. The short‐term fluctuations of physical fluxes are calculated by applying the high‐pass seasonal
filter as:

PHY′ = PHY − P̃HY. (9)

3. Results
3.1. Model Evaluation

The model provides a realistic simulation of the mean sea surface temperature (SST) relative to the observed
climatology from the World Ocean Atlas (Locarnini et al., 2018), with colder waters found nearshore along the
Central and Northern California coasts (Figure 1). This SST pattern reflects coastal upwelling and is associated
with low seasonal variance (σlf ). While the model shows a slight positive bias in σlf along the coast, it accurately
represents the larger values observed in the South California Bight and in the northwestern part of the domain. The
SST variance in the sub‐seasonal range (σhf ) is significantly higher on the narrow continental shelf.

We assess modeled O2 and ΩAr against an observational compilation of in situ observations from a variety of
monitoring and scientific programs (see Text S2 in Supporting Information S1). Comparisons are first performed
by considering temporal averages, to evaluate the spatial distribution of OAH properties, and then at 11 coastal
stations characterized by extensive measurements, where we examine the seasonal cycles and the range of
variability in O2 and ΩAr. O2 observations nearly cover the entire USWC coast at 1/3° resolution and allow to
construct surface and subsurface time‐series at several coastal locations. In contrast, direct measurements of ΩAr
are considerably less abundant. For regions with co‐located DIC, alkalinity, silicate, phosphate, temperature, and
salinity observations, we compute ΩAr based on the CO2SYS algorithm. For these calculations, we use corrected
modeled DIC and alkalinity concentrations, as described in Section 2.3. For additional ΩAr validation in the
context of limited numbers of direct observations of carbon system parameters, we compare modeled ΩAr time‐
series with ΩAr estimated from the empirical algorithms by Juranek et al. (2009) and Alin et al. (2012). Results
from the model validation are summarized in Figures 2 and 3. Additional time‐series comparisons are shown in
Supporting Information S1 (Text S2, Figures S6–S16), and several metrics are computed to statistically evaluate
the model performance against observations (Text S2, Tables T1 and T2 in Supporting Information S1), following
the methodology for model validation in Kessouri, McLaughlin, et al. (2021).

The model accurately represents the spatial distribution of O2 and ΩAr along the USWC (Figures 2 and 3), in
particular the low values along the coast and in the Southern California Bight, albeit with a weak negative bias.
The relative average bias with respect to observations is − 0.07 for O2 and − 0.13 for ΩAr. The discrepancy can be
partially attributed to the use of 20‐year means for the model, as compared to means of all the available obser-
vations, which are more sparse in time and more commonly collected during the upwelling season. The model
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also captures the seasonal and intra‐seasonal variability in O2 and ΩAr in both surface and subsurface waters, with
most measurements falling within the seasonal envelope of variability of the model (5%–95% percentiles).

Yet, observations also show a significant number of outliers relative to model predictions, suggesting somewhat
weaker variability in the model. On average across the 11 stations evaluated, the ratio of the standard deviation of
O2 measurements to that of the corresponding model time series, RSD, is 2.00 at the surface and 0.82 at a depth of
50 m. At the surface, a reduced variability at high‐frequencies could arise frommodel limitations, including use of
daily averages, unresolved dynamics, and poorly represented physical processes such as tides and waves
(Dauhajre et al., 2017; Hypolite et al., 2021). The lack of terrestrial nutrient inputs, both natural and anthropo-
genic, via river discharge and wastewater outfalls (Kessouri, McWilliams, et al., 2021) also limits the model's
ability to capture coastal eutrophication and the associated biogeochemical effects, in particular in the Southern
California Bight, Monterey Bay, and Gulf of Farallones. In a dedicated study based on a downscaled configu-
ration of this solution, Kessouri, McLaughlin, et al. (2021) show that the inclusion of ocean outfalls improves the
representation of modeled carbonate system and oxygen predictions. Furthermore, the relatively simple
ecosystem representation in the model may not capture the full extent of phytoplankton blooms and their con-
sequences (Van Oostende et al., 2018).

3.2. Emergence and Characteristics of Hotspots

We first focus on the continental margin and consider hypoxic and acidification events separately. Low O2 and
low ΩAr conditions are observed at several locations on the USWC continental shelf and around the Channel
Islands in the Southern California Bight (Figures 2 and 3). These regions are characterized by significant temporal

Figure 2. Comparison of modeled and observed O2. Maps of mean O2 at 50 m from (a) in situ observations and (b) the model averaged between December 1999 and
November 2017. Observations were collected from various sources and gridded at 1/3° resolution. The 50 m isobath is shown by the dashed line. For waters shallower
than 50 m, the mean O2 field at the bottom is shown. (c) Seasonal cycle of O2 at three locations along the USWC (shown as red circles): Newport (upper panel),
Monterey Bay (middle panel), and Ventura (lower panel). The mean seasonal cycle (solid line) is shown along with the 1 standard deviation (dashed lines) and the 5th and
95th percentiles (color shading and dot‐dashed lines) envelopes at the surface (blue) and at depth (red). Dots show concentrations observed across a 0.2° box centered at
each location.

Journal of Geophysical Research: Oceans 10.1029/2024JC021197

DAMIEN ET AL. 8 of 25

 21699291, 2024, 11, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024JC

021197 by Pierre D
am

ien - U
niversity O

f C
alifornia, L

os , W
iley O

nline L
ibrary on [17/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



variability associated with the seasonal cycle of upwelling (Figure 1c), which makes them particularly sensitive to
the emergence of OAH.

The frequency of extreme events averaged across latitudinal bands (Figures 4a and 5a) reveals a greater incidence
of acidification compared to hypoxia. The frequency of acidification events ranges from about 10− 4 to 1, with the
latter case corresponding to ΩAr persistently below a threshold of 1.0 for the entire 20‐year simulation period. In
contrast, the frequency of hypoxic event does not exceed 10− 1, that is, about 36 days each year. The thickness of
permanently acidic layer expands from South to North, suggesting increasing vertical habitat compression for
calcifying organisms along a meridional gradient. A similar, but less pronounced pattern is observed for O2, with
more frequent subsurface hypoxia in the northern region. In the Southern California Bight, the occurrence of
extreme events is limited, with hypoxia largely confined to waters deeper than 100 m. Shallower hypoxia
sporadically develops in nearshore bottom waters characterized by intense benthic respiration. While subsurface
extreme events are more common in the northern region, near‐surface hypoxia and acidification are more
frequently encountered in Central and Northern California, where upwelling is more intense.

Extreme OAH events shows notable regional patterns (Figures 4b and 5b). In the surface layer (0–50 m), the most
recurring hypoxia is observed on the inner‐shelf. Hypoxia on the outer shelf is only evident in Central California
(north of Morro Bay and south of Cape Mendocino). Four alongshore sites stand out as major locations of
hypoxia, with event frequency up to 0.1 (Figure 4b): the San Francisco coast extending from Monterey Bay to
Bodega Bay, the Heceta Bank on the Oregon shelf, most of theWashington coast from the mouth of the Columbia
River to Teahwhit Head, and the western shelf of Vancouver Island.

In contrast to hypoxia, acidification affects the shelf more evenly along a cross‐shore gradient. Between Cali-
fornia and Oregon (from Point Arena to Cape Blanco) the frequency of acidification events exceeds 0.2 (about
75 days per year) at 50 m depth over the entire shelf. Acidification is generally more uniform and persistent in the
alongshore direction than hypoxia (Figure 5b). Sustained acidification, with frequencies exceeding 0.25, occurs
over an extensive stretches of the coast, encompassing Central and North California, Oregon, and Washington.

Figure 3. (a, b, and c) Same as Figure 1, but for ΩAr . The scatterplots in panel (d) compare ΩAr from the model with ΩAr calculated from observed temperature and O2 by
applying the empirical algorithms of Alin et al. (2012) and Juranek et al. (2009). Analyses are performed at three locations, indicated by red dots in panel (b).
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These patterns align with prior observations of recurrent hypoxia on the Heceta Bank (Adams et al., 2013, 2016;
Connolly et al., 2010; Hales et al., 2006), the Washington State shelf (Barth et al., 2024; Connolly et al., 2010;
Peterson et al., 2013), and central California (Chan et al., 2017), as well as pervasive shoaling of acidified waters
on the USWC shelf (Feely et al., 2008, 2016).

On average along the USWC, the mean duration of individual extreme events is about 7 days for hypoxia and
15 days for acidification (Figures 4c and 5c). This is significantly shorter than seasonal timescales, indicating the
importance of intra‐seasonal variability (Connolly et al., 2010). For both hypoxia and acidification, the frequency
and duration of individual events increase together from South to North. In general, the mean duration of events
largely exceeds the median duration, indicating the presence of a small number of exceptionally long‐lasting
extremes. These outliers are particularly relevant for the marine biota because of the prolonged stress that they
impose on marine organisms (Bednaršek et al., 2021; Gruber et al., 2021). The maximum event duration (shown
by stars on Figures 4c and 5c) varies significantly along the coast, with a maximum duration of 27 days for
hypoxia on the Heceta Bank, and 98 days for acidification on the Nehalem Bank. In California, particularly
significant extreme events occur along the San Francisco to Monterey Bay coast, with a maximum duration of 19
and 37 days for hypoxia and acidification, respectively.

Figure 4. Frequency of hypoxic conditions and characteristics of hypoxic events on the U.S. West Coast continental shelf. (a) Cross sections of hypoxia frequency in
year− 1 averaged over the shelves of three USWC regions. (b) Hypoxia frequency at 50 m depth with respect to the isobath. For waters shallower than 50 m, the hypoxia
frequency at the bottom is shown. The white areas indicate locations where the corresponding isobath is absent due to the model resolution. (c) Statistics of hypoxic
events with respect to latitude at 50 m depth along the 50 m isobath. This depth marks the shallowest point below the euphotic zone, indicating that OAH events at 50 m
likely extend deeper, as shown in panel (a). Panel (b) highlights the peak occurrence at 50 m, making this isobath suitable for event duration statistics. The mean (red
mark), 50th, 25th, 75th, and 90th percentiles (respectively blue central mark, the edges of the boxes and the stars) are represented in 0.5° zonal segments. The red
shading blocks indicate alongshore hypoxia hotspots.
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Several mooring‐based observational time series, including oxygen measurements, are available along the
USWC. The coverage of moored assets predominantly favors the Washington and Oregon shelves, owing to two
long‐term programs maintained by the Olympic Coast National Marine Sanctuary (OCNMS, WA) and the Ocean
Observatories Initiative (OOI, OR). The high frequency resolution of temperature and oxygen concentration at
these mooring sites allows for a finer comparison against the simulation, targeted toward temporal variability,
thereby toward a validation of the OAH events produced by the model. The time series of O2 and ΩAr, computed
from the empirical algorithm of Juranek et al. (2009), are compared for the OCNMS station Cape Alava 42
(CA42) on the northern Washington shelf, and extreme events are reported in terms of number and duration
(Figure 6). Similar comparisons at other stations are provided in Supporting Information S1 (Text S3, Figures
S18–S31), and statistical metrics are used to evaluate the degree of agreement between the model time series and
in situ observations (Tables T3–T5 in Supporting Information S1).

The model demonstrates an accurate representation of the seasonal cycle and sub‐seasonal variability, as indi-
cated by the similar amplitude of fluctuations during the upwelling season. The correlation coefficient between
model and observations is 0.52 for O2 and 0.69 for ΩAr (Table T3 in Supporting Information S1). We consider this
agreement reasonable, considering that our model does not assimilate observations, and thus develops its own
intrinsic variability (i.e., mesoscale and submesoscale eddies).

Figure 5. Frequency of ocean acidification conditions and characteristics of acidification events on the U.S. West Coast continental shelf. (a) Cross‐sections of corrosive
conditions frequency in year− 1 averaged over the shelves of three USWC regions. (b) Frequency of corrosive conditions at 50 m depth with respect to isobath. For waters
shallower than 50 m, the frequency at the bottom is shown. The white areas indicate locations where the corresponding isobath is absent due to the model resolution.
(c) Statistics of corrosive events with respect to latitude at 50 m depth along the 50 m isobath. The mean (red mark), 50th, 25th, 75th, and 90th percentiles (respectively blue
central mark, the edges of the boxes and the stars) are represented in 0.5° zonal segments. The red shading blocks indicate the alongshore acidification hotspots.
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The model demonstrates strong overall performance in simulating extreme events. Similar to observations, it
generates a large number of individual hypoxic events, typically lasting a few days, and acidification events with
occurrences lasting more than 1 month. The statistical assessment of these events is comparable between model
and observations. For example, the mean duration of observed and modeled hypoxic events is 3.3 and 2.8 days,
respectively, while observed and modeled acidification events last 18.2 and 17.9 days. Further comparisons at
different stations (Text S3 in Supporting Information S1) shows that the model successfully captures the vari-
ability observed across different stations.

From this model‐based description of extreme events, several coastal regions emerge as more sensitive to the
occurrence of either hypoxia or acidification. Applying a metric that combines both a local increase in occurrence
and duration (see Section 2.2), we identify four hypoxia hotspots along the USWC (red boxes on Figure 4) the San
Francisco shelf, the Heceta Bank, the Washington coast, and the Vancouver Island shelf. At these sites, hypoxic
conditions may persist for over a month per year; for 25% of the events, the duration approaches or exceeds
1 week. Three regions emerge as prominent acidification hotspots (red boxes on Figure 5): the San Francisco
shelf, Northern Cape Mendocino, and a large region extending from Heceta Bank to the Juan de Fuca Strait.
Compared to hypoxia, acidification hotspots are characterized by more frequent and longer events, with a total
duration greater than 3 months per year, and 25% of the events lasting longer than 16 days.

Figure 6. Time series of (a) O2 concentration and (b) ΩAr at the bottom of the Olympic Coast National Marine Sanctuary
station Cape Alava 42 (CA42) on the northern Washington shelf (location indicated on Figures 4 and 5), with observations
shown by the blue line and model output by the red line. Metrics on the right statistically compare the numerical solution
against observations, and consist of: the correlation coefficient (r) between the observations (Dn) and model time series
(Mn) ; the bias (B = ∑(Dn − Mn)/∑Dn) which measures the relative average difference between observations and the
model; the ratio of the standard deviations (RSD), calculated as RSD = σD/σM , where σ is the standard deviation; and the cost
function (CF), calculated as CF = |Dn − Mn|/σD, which evaluates the bias in the context of the variability associated with the
observations. Further details on these metrics are provided in Text S2 in Supporting Information S1. Histograms of (c) hypoxic,
(d) acidification, and (e) compound OAH events, with the duration of individual events (in days) on the x‐axis and the number of
events on the y‐axis. Observations are shown in red, model output in blue. Simulated events are only reported when observations
are available.
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3.3. Compound Acidification and Hypoxic Events

The potential for hypoxia and acidification extreme events to occur simultaneously is high on the USWC, since
both occur during the same season and are linked to upwelling and remineralization processes. Because the shelf
is more frequently exposed to corrosive than hypoxic conditions (Figures 4 and 5), compound OAH extreme
events are overall constrained by hypoxia in this region. Therefore, the occurrence, statistics, and regional hot-
spots of compound OAH events overlap nearly perfectly with those of hypoxic events. This is further demon-
strated at station CA42, where the statistics of compound OAH events closely match those of hypoxic events
(Figure 6).

The most extreme compound OAH conditions during the 20 years period are found in two subregions: the San
Francisco shelf and the Northern USWC shelf (Figure 7a). At these hotspots, severe anoxia (O2 < 1 mmol m− 3)
and ΩAr lower than 0.5 are encountered, with a wider surface area extension of acidic over hypoxic conditions. A
detailed year‐by‐year examination of nearshore OAH compound events allows us to delineate the spatial extent of
regions exposed every year (red line on Figure 7b). The occurrence of compound OAH events in these locations
appears to be less sensitive to interannual variability, although climate variations may affect their severity.
Compound OAH hotspots largely overlap with hypoxic hotspots across the coast, and include Monterey Bay, the
San Francisco shelf, the Oregon and Washington shelves, and the western coast of Vancouver Island. In these
regions, the accumulated time of exposure to compound OAH conditions is on average about 30 days each year.

Time series of O2 and ΩAr reveal similarities in the variability of these properties over the course of the year, both
in central California and in the northern USWC shelf (Figure 8). The seasonal OAH progression is punctuated by
large subseasonal excursions, which play a fundamental role in the onset and termination of hypoxia and acid-
ification events. Moreover, the large amplitude of subseasonal fluctuations in O2 is critical for the occurrence of
compounds OAH events (Figure 8c). The spatial extent of these events, largely defined by hypoxia (Figures 8a
and 8b), also undergoes abrupt subseasonal fluctuations (Figure 8d). Together with the relatively low duration of
individual OAH events (on the order of 2 weeks, Figure 4), the time series analysis shows that compound events in
OAH hotspots are strongly constrained by large subseasonal fluctuations in O2 and ΩAr. Coupled to the seasonal
progression of OAH, these short‐term fluctuations structure the frequency, duration, extent, and intensity of
compound OAH events along the USWC.

3.4. Temporal Modes of Extreme Events Variability

Temporal variability at both seasonal and intraseasonal timescales contributes to the emergence of OAH events
and hotspots along the USWC (Figure 9). In general, the variability (σtot) in O2 and ΩAr tends to be anti‐correlated
with the mean of these quantities on the shelf (Figure 9). That is, areas with low average O2 and ΩAr typically
experience large fluctuations in these variables, making them prone to hypoxia or acidification exposure and
preferential hotspots. This relationship is stronger for acidification than for hypoxia. As a consequence, hypoxic
hotspots are not always overlapping with areas characterized by consistently lowmean O2. For example, the mean
O2 concentrations on the shelf surrounding Point Arena tend to be low; in parallel, the O2 variability (σtot) is also
relatively low in this region, which is not classified as a hypoxia hotspot (Figures 9a and 9b).

The relative importance of seasonal (σlf ) and sub‐seasonal (σhf ) fluctuations compared to total variability (σtot)
differs significantly along the USWC, and as a function of depth (Figure 9). Low‐frequency variations tend to
dominate the total variability across the USWC, in particular on the deeper shelf, and are largely associated with
the seasonal cycle of wind‐driven upwelling. Variability at seasonal timescales shows large alongshore gradients,
in particular near Cape Blanco. North of this location, a seasonal transition to downwelling favorable winds in
winter expands the dynamical range of O2 and ΩAr. Regions of more intense seasonal variability are well
correlated with OAH hotspots along the USWC, confirming the central role of seasonal upwelling for the
emergence of extreme events.

Variability on timescales shorter than a season (σhf ) is far from negligible along the continental shelf (Adams
et al., 2013, 2016; Connolly et al., 2010) (Figures 1 and 9) and is crucial for the establishment of OAH hotspots,
especially south of Cape Blanco. In contrast to seasonal variability, high‐frequency fluctuations are significantly
larger on the upper shelf, where they account for nearly half of the total variability. This proportion increases to
80% between Cape Mendocino and Cape Blanco.
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Figure 7. (a) Distribution of the lowest oxygen at 50 m depth (in mmol m− 3) for two USWC subregions in the 20‐year‐long model simulations. The lowest ΩAr at 50 m
depth is superimposed (solid black contours for ΩAr = 1 and solid white contours for ΩAr = 0.5). On the left panel, the ΩAr = 1 contour does not appear as ΩAr < 1
everywhere. For waters shallower than 50 m depth, the minimum values in the bottom layer are shown (b). Cumulative duration of compound OAH (O2 < 64.0 and ΩAr <
1), expressed in days per year. The solid red contours indicate regions experiencing at least one compound OAH event per year during the 20 years of simulation. On all
panels, solid gray contours show the 50 and 200 m isobaths.
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3.5. Processes Controlling OAH at Seasonal Scale

As a necessary condition for OAH events to occur, we investigate the driving processes of the seasonal depletion
of O2 (Figure 10a) and ΩAr (Figure 11a) and their local modulations. Budgets are diagnosed with a focus on the
region where OAH events frequently occur. They are vertically integrated below the euphotic layer where
photosynthesis limits hypoxia development, with 50 m marking the average vertical limit of the euphotic layer in
this region. The 100 m isobath is chosen for its position midway across the shelf width. This selection is supported
by cross‐sections of hypoxia occurrence (Figure 4a). Temporal variations in the onset and duration of OAH result
from the combined effect of physical transport and biogeochemical transformations (Equation 3). Below the
euphotic zone, remineralization of organic matter in the water column and in the sediment removes O2 from
seawater, while adding DIC (Sarmiento & Gruber, 2006), resulting in a net decline of ΩAr. The reduction in O2
and ΩAr by remineralization varies significantly on seasonal scales (Figures 10c and 11c), and is largest in central
California due to high primary production rates following upwelling (Damien, Bianchi, McWilliams, et al., 2023).
Local regional variability is also noticeable, since alongshore spatial fluctuations exceed the amplitude of the
seasonal cycle.

In contrast, physical transport fluctuates from negative contributions during winter and spring, to positive con-
tributions during summer and fall (Figures 10b and 11b). The seasonal cycle in physical transport shows an
alongshore transition between Cape Mendocino and Cape Blanco, north of which significantly larger negative
contributions from transport are observed. The Monterey Bay and the shelf north of San Francisco exhibit a
distinctive pattern of nearly year‐round positive supply of O2 by advection (Figure 10b), which partially offsets
locally enhanced respiration rates.

In order to determine the mechanisms responsible for the seasonal subsurface reduction in O2 and ΩAr, and
highlight local variations, the terms of the governing equations are integrated in time over the period of seasonal
decline to identify their respective contributions (Figures 10d and 11d). A focus on the seasonal decline period
allows to diagnose the factors leading to the seasonal most severe conditions. Along the USWC, biogeochemical
reactions, dominated by remineralization processes, are the main driver of this seasonal decrease. In Southern and
Central California, remineralization is partially offset by physical supply. This is consistent with the prevailing
paradigm, according to which hypoxia emerges due to an excess in respiration over physical O2 supply (Fennel &
Testa, 2019; Oschlies et al., 2018).

Along the Oregon and Washington shelves, a slightly distinct scenario unfolds, as physical depletion combines
with respiration, and both cause seasonal oxygen loss and acidification. Remineralization remains the dominant
driving force, while advection accounts for approximately 12% and 9% of the total O2 and ΩAr seasonal decrease,
respectively. Assuming that transport is mainly upwelling‐driven during this season, this indicates that the source
water has a lower oxygen concentration compared to shelf waters. The seasonal transport as a promoting factor for
oxygen decline was suggested by Connolly et al. (2010) to explain an O2 decline observed during summer 2006.
They also noted that it was insufficient to induce hypoxia. Our seasonal O2 budget aligns with the conclusions by
Siedlecki et al. (2015), which identified respiration as the dominant driver of seasonal oxygen decline and
highlighted the role of transport in exacerbating this decline. However, the relative magnitudes of these terms
differ between our and their study. While Siedlecki et al. (2015) found that transport accounted for about 60% of
the total respiration on theWashington coast, they also found that it was nearly negligible on the Oregon coast due
to the retentive characteristics of the Heceta Bank. These discrepancies may be partly due to the different vertical
layers considered in diagnosing the oxygen balance. Our analysis focuses on the bottom layer, where the transport
term includes a vertical component from the surface oxygenated layer. We also exclude the subseasonal
component, which is specifically addressed in the following section. For both O2 and ΩAr, the shift to a negative
net physical contribution occurs near the California‐Oregon border.

Along the entire coastline, most O2 consumption (65% on average) occurs in the sediment (Figure 10d). This is
comparable to observational estimates (Connolly et al., 2010) that assign similar magnitudes to the two processes.

Seasonal acidification is mostly the consequence of subsurface DIC release by remineralization, which is only
marginally offset by alkalinity production. On average, release of alkalinity by remineralization and dissolution of
calcium carbonate counterbalances the decline in ΩAr caused by the release of DIC by 8.2%, with a maximum
north of Cape Mendocino (14.7%). The increasing contribution of alkalinity to the decline in ΩAr in this region
aligns with results from Hauri, Gruber, Vogt, et al. (2013), although it is somewhat weaker in our model.
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In Northern and Central California, local OAH hotspots are associated with locally enhanced seasonal remi-
neralization. This spatial variability is mostly caused by alongshore changes in the strength of upwelling and the
resulting primary production. Here, the seasonal depletion in O2 and ΩAr is only partially offset by physical
transport. Enhanced subsurface respiration appears to be a necessary but not sufficient condition for the occur-
rence of OAH hotspots. For example, the region between Point Arena and Cape Mendocino, which shows a local
peak in remineralization rates, is not an OAH hotspot. This is likely due to the relatively weak high‐frequency
variability (σhf ) in O2 and ΩAr (Figure 9), which inhibits the onset of OAH conditions.

In both the Southern California Bight and the Oregon‐Washington shelves, OAH hotspots are not necessarily
characterized by locally intensified remineralization rates. Overlap between these hotspots and regions charac-
terized by large seasonal variations is also weak. This suggests an increasingly important role for sub‐seasonal
variability in triggering OAH events.

3.6. Effect of High‐Frequency Fluctuations

We investigate the effect of short‐term fluctuations on the statistics of OAH events during year 2001, which was
selected due to the absence of strong interannual signals (Figure 12). High frequency variations in physical fluxes
and biogeochemical rates significantly increase the overall duration of OAH conditions but also produce shorter
individual events (Figures 12a and 12b). The impact of short term fluctuations on the cumulative duration is
particularly important for hypoxia, which increases by a factor of 3.1 in the Monterey‐San Francisco hotspot, and
by a factor of 5.2 on the Oregon‐Washington shelf. Equally important, the duration of individual OAH events
decreases on average by a factor of 5.4 when sub‐seasonal fluctuations are considered. This reduction factor is
larger for acidification events, which are shortened by up to 10‐fold along the Oregon and Washington shelves.
The intensity of extreme events, diagnosed by the O2 concentration and ΩAr reached during the year (Figure 12c),
is larger when short‐term fluctuations are considered. This effect is large: on average, high frequency fluctuations
reduce O2 by 43.7 mmol m− 3 during hypoxic events, and ΩAr by 0.28 units during acidification events.

Figure 8. Instantaneous extent of hypoxia (blue) and acidification (red) on (a) the Central California shelf, and (b) the Oregon‐Washington shelf. The extent is shown at
50 m and at the bottom for waters shallower than 50 m. Gray contours indicate the 50 and 200 m isobaths. The yellow shadings highlight the extent of OAH compound
conditions. Panels (a) and (b) show two different days during summer 2014: July 14 and August 20, respectively. This year was chosen because observations from
several OCNMS moorings were available simultaneously on the Washington shelf. Their locations are shown by square markers in panel (b) and are labeled by name.
Stations that experienced an acidification event during the week centered on 20 August 2014, are colored in red. Stations that experienced a compound OAH event
during the same period are colored in yellow. (c) Time‐series of O2 (blue, mmol m− 3) and ΩAr (red, non‐dimensional) at 50 m depth on (upper panel) the San Francisco
and (lower panel) Washington shelves. Exact locations are shown by black crosses on the maps in (a) and (b). The OCNMS Kalaloch 27 station (KL27) is chosen on the
Washington shelf to compare with the measurements from the moored asset. The observed time series are plotted as thin black lines, with O2 represented by a dashed line
and ΩAr by a solid line. Yellow shaded boxes highlight periods of OAH compound events. (d) Time‐series of the compound OAH surface area extent (in km2) in the Central
California shelf (upper panel), and in the Oregon‐Washington Shelf (lower panel). This area is defined at 50 m and the bottom depth is considered for waters shallower
than 50 m.
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Figure 9. Mean state and variability in O2 (upper panels in mmol m− 3) and ΩAr (lower panels) on the U.S. West coast shelf: (a, e) Mean state, (b, f) seasonal variance, (c,
g) sub‐seasonal variance, and (d, h) total variance. Fields are shown at 50 m depth and at the bottom for waters shallower than 50 m. The red shaded boxes next to each
panel highlight alongshore OAH hotspots.
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To summarize, short‐term fluctuations play three important roles on the characteristics of OAH events. First, they
facilitate the event onset by exacerbating the effect of seasonal drivers. This is demonstrated by the longer cu-
mulative OAH period when short‐term fluctuations are considered. Second, they produce more intense events, as
shown by the lower values reached by O2tot and ΩArtot compared to the low‐frequency equivalent. Third, and in
contrast with the previous influences, short‐term fluctuations generate individual OAH events with a shorter
duration on average. This provides relaxation periods that increase the number of individual events, but decrease
their average duration. As a consequence, the influence of short‐term fluctuations is twofold, as they significantly
increase the frequency and severity of extreme events, but also lead to shorter individual events.

Mechanistically, Figure 13a demonstrates a close correspondence between temporal variation and transport at
high frequency, suggesting that intra‐seasonal fluctuations in O2 and ΩAr are primarily driven by the physical
transport terms of the respective balance equations. On daily time scales, the rate of change in O2 (dO2/dt) can
reach up to 140 mmol m− 3 d− 1, and the rate of change in ΩAr (dΩAr/dt) up to 1.4 d− 1. This is larger than, but not
inconsistent with, daily oxygen variations observed on the Oregon‐Washington continental shelf (Connolly
et al., 2010). Regardless of their signs, these transports are large enough to initiate or terminate an extreme event
within a few days, considering that O2 and ΩAr are close to the extreme event thresholds. High frequency physical
fluctuations in both O2 and ΩAr (PHY′ (O2) and PHY′ (ΩAr) ) exhibit larger positive values, that is, they tend to
increase O2 and ΩAr. Put it differently, the probability distributions of the high frequency physical transport terms
are positively skewed. This supports the result that high frequency physical fluctuations can provide relaxation
periods by breaking longer OAH intervals into shorter events.

For both O2 and ΩAr, short‐term fluctuations in physical transport are significantly correlated with the alongshore
wind stress and wind stress curl (Figures 13b and 13c). This indicates that intra‐seasonal O2 and ΩAr variations are

Figure 10. Seasonal oxygen tendency and drivers below the surface along the 100 m isobath. Panels (a–c) show, respectively, the monthly rate of change in oxygen, the
physical and the biogeochemical oxygen tendencies, integrated across the 50–100 m layer below the euphotic layer. The dashed black lines show the monthly maximum
and minimumO2 levels, bracketing the period of seasonal O2 decrease. Panel (d) shows the oxygen balance integrated over the seasonal O2 decrease period. The oxygen
temporal variation (dashed black line) results from the sum of the physical term (blue) and the biogeochemical term (red). Respiration in the sediment (purple) and the water
column (green) are also shown as the dominant components of the biogeochemical rates. The red shaded boxes highlight alongshore hypoxia hotspots.
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mostly forced by winds. We speculate that brief episodes of alongshore wind intensification, relaxation, or di-
rection reversal during upwelling‐favorable conditions may play an important role in mitigating the effects of
OAH. A similar role for brief wind events on the concentration of oxygen and particulate organic carbon was
observed over the Heceta Bank by Hales et al. (2006). However, the relationship between wind and transport is
not entirely consistent, illustrating that short‐term fluctuations in transport are not completely determined by
winds. In addition to wind‐driven transport, submesoscale variability is known to significantly modulate transport
and hence might also play a secondary role.

4. Discussion and Conclusions
Our analysis of two 20‐year long simulations with a submesoscale permitting physical‐biogeochemical model
reveals the emergence of hypoxia and acidification hotspots in the CCS. These hotspots are particularly pro-
nounced in regions such as the San Francisco shelf in Central California, and the northern Oregon‐Washington
shelf. This spatial description of sensitive areas aligns with previous studies (Chan et al., 2008; Feely et al., 2024;
Siedlecki et al., 2015), and further highlights their limited sensitivity to interannual variability, as extreme events
occur consistently from year to year during the simulated period. The co‐occurrence of acidification and hypoxia,
or compound OAH events (Gruber et al., 2021), is predominantly constrained by hypoxia because of the more
pervasive exposure of the USWC to ocean acidification. The good correlation along the coast between hypoxia
and shelf width can be further attributed to the retentive characteristics of wider banks, which exhibit longer
residence times relative to narrower banks (Hickey & Banas, 2008; Siedlecki et al., 2015). Our analysis provides a
statistical characterization of OAH hotspots and characterizes areas along the coast where OAH conditions are
comparatively less severe (Chan et al., 2017). These areas may represent potential ecological refuges from the
dual threats of global acidification and oxygen loss. In this context, our study highlights regional vulnerabilities
and potentially important areas for ecosystem management efforts.

Figure 11. (a, b, and c) Same as Figure 10, but for the seasonal balance of subsurface ΩAr . In panel (d), the temporal variation (dashed black line) results from the sum of
the physical term (blue) and the biogeochemical term (red). The latter is further decomposed into its DIC (purple) and alkalinity (green) components.

Journal of Geophysical Research: Oceans 10.1029/2024JC021197

DAMIEN ET AL. 19 of 25

 21699291, 2024, 11, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024JC

021197 by Pierre D
am

ien - U
niversity O

f C
alifornia, L

os , W
iley O

nline L
ibrary on [17/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Along the USWC, the onset and termination of OAH events involve a combination of physical and biogeo-
chemical processes operating across a range of temporal scales. At seasonal scales, remineralization in the water
column and sediment predominantly drives the seasonal decline in oxygen and aragonite saturation. In contrast,
while transport mitigates these decreases in Southern and Central California, it promotes them along the Northern
coast. This result aligns with the conclusions of previous studies that diagnosed the O2 budget on the Oregon and
Washington shelves (Connolly et al., 2010; Siedlecki et al., 2015), although differences in the relative magnitudes
can be partly attributed to different methodologies. In our study, we further identify the region near the California‐
Oregon border as a transition for the relative net contribution of transport to the seasonal O2 and ΩAr decrease.

These regional differences suggest potential distinct responses to long‐term changes such as decadal climate
variability and anthropogenic change, with varied ecological implications. For example, recurrent observations of
hypoxia have been reported since 2000 in the northern USWC, while little prior evidence (Barth et al., 2024; Chan
et al., 2008). By demonstrating that transport processes favors seasonal oxygen depletion in the northern USWC,
our study suggests that emerging hypoxia may result from the on‐shelf advection of waters masses with pro-
gressively lower oxygen content. Aligned with this hypothesis, previous studies propose a combination of shifting
properties of source waters (Bograd et al., 2008; Connolly et al., 2010; Evans et al., 2020), and a deeper origin of
upwelled waters under shifting climatic conditions (Deutsch et al., 2014) to explain observed declines. More
generally, understanding regional particularities is crucial to refine future predictions and to tailor conservation
efforts and ecosystem management to specific areas.

A novel aspect of our study lies in the exploration of short‐term fluctuations and their profound impact on OAH
events and extremes. High frequency variability appears crucial to model realistic OAH extremes lasting for a few
days that compare well with observed OAH events (Adams et al., 2016; Connolly et al., 2010; Harris et al., 2013).
The comparison of physical transport and wind fluctuations suggests that wind is a dominant driver of abrupt
changes in OAH events. Our findings reveal that subseasonal variability, dominantly due to physical transport,
significantly increases the occurrence of OAH events and intensifies their severity but also leads to shorter

Figure 12. Cumulative duration of (a) hypoxic and (b) acidified conditions expressed in days per alongshore distance in km
(left‐side of the panels) and mean duration of individual events in days (right‐side of the panels). These quantities are
calculated for 0.5° alongshore transects during year 2001 based on high frequency time series of O2 and ΩAr (blue), labeled
by the “tot” subscript, and low frequency O2 and ΩAr time series (red), labeled by the “lf ” subscript, obtained by high‐pass
filtering of the respective conservation equations (see Section 2.4 and Equations 7 and 8). (c) Illustration of OAH extremes
induced by high‐frequency physical and biogeochemical contributions, here encapsulated by the difference between the lowest
O2 and ΩAr values in the high frequency minus the low frequency time series. All panels are based on variables extracted along
the 50 m isobath at the bottom.
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individual events. The resulting impacts on marine organisms are challenging to predict, since high‐frequency
fluctuations exacerbate potentially harmful conditions but also cause relaxation periods that may favor
ecosystem resilience during the OAH‐favorable upwelling season.

Beyond seasonal and intraseasonal fluctuations, the CCS is also affected by interannual to multi‐decadal vari-
ability (Franco et al., 2023; Jacox et al., 2014; Peterson et al., 2013; Turi et al., 2016), superimposed to the secular
trends of oxygen loss and acidification caused by anthropogenic climate change (Orr et al., 2005; Pierce
et al., 2012). This low‐frequency variability influences the occurrence and intensity of extreme events from year
to year (Cheresh et al., 2023). Although our simulation shows significant coast‐wide acidification and oxygen loss
trends between 1997 and 2017 (see time series in Figures S6–S16 in Supporting Information S1), these trends are
non‐linear, are strongly modulated by climate variability on decadal time scales, and vary significantly along the
coast. Their significance is then questionable considering the difficulty to distinguish between decadal variations
and long‐term forced trends in a 20‐year time series (Crawford & Peña, 2016). As a result, our analysis does not
encompass low‐frequency signals, although these are likely to influence the distribution, frequency and intensity
of OAH hotspots across the USWC.

There are limitation to our study that should be addressed by future work. We do not explicitly address the role of
terrestrial nutrient inputs from rivers (Davis et al., 2014) and wastewater outfalls. Kessouri, McWilliams,
et al. (2021) show that the inclusion of ocean outfalls leads to a seasonal reductions in subsurface O2 by up to
50 mmol m− 3 and ΩAr by up to 0.47 in the Southern California Bight. Given the magnitude of this anthropogenic
impact, it is likely that such changes could contribute to the emergence OAH events in this region. The lack of

Figure 13. Role of short‐term fluctuations in the physical transport terms for O2 (upper panels) and ΩAr (lower panels) and
relationship with wind forcings. All panels show the normalized joint probability density of high‐frequency fluctuations in
physical transport, PHY′ (O2) and PHY′ (ΩAr) , versus (a) the daily temporal rate of change in O2 and ΩAr , (b) the daily
alongshore wind stress (positive northward), and (c) the wind stress curl. Color contours show joint probability densities on a
logarithmic scale, normalized so that the distributions sum to one over the respective domains. All panels are based on values
taken along the 50m isobath at the bottom. dO2/dt is in units of mmol m− 3 d− 1, dΩAr/dt in d− 1,Wstress in Nm− 2,Wcurl in Nm− 1,
PHY′ (O2) in mmol m− 3 s− 1 and PHY′ (ΩAr) in s− 1. The four quadrants in panels (b) and (c) represent scenarios of positive/
negative wind stress and curl, corresponding to upwelling/downwelling favorable conditions, respectively, combined with an
increase/decrease due to physical transport. These scenarios are labeled in each quadrant.
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nutrient inputs from rivers and point sources likely results in an underestimate of OAH risk, particularly in regions
that are strongly affected by river runoff and human activities, such as the Gulf of Farallones outside the San
Francisco Bay, Monterey Bay, and the Southern California Bight. In addition, the lack of tides and waves may
limit variability in our simulations (Adams et al., 2013; Frieder et al., 2012). Further modeling work should
explore the role of coastal eutrophication and higher frequency (e.g., sub‐inertial) circulations. We also used
specific, constant thresholds to define OAH conditions. Future analysis of the biological impacts of OAH should
consider variable and organism‐dependent thresholds (Bednaršek et al., 2021; Howard et al., 2020), and the
regional and temporal adaptive capacity of species and ecosystems.

Data Availability Statement
The model code used to generate the simulation is openly available in Kessouri, McWilliams, Deutsch,
et al. (2020) (https://doi.org/10.5281/zenodo.3988618). The simulations are reproducible using the setup and
forcing described in Damien, Bianchi, McWilliams, et al. (2023). The mooring‐based time series from the stations
maintained by OCNMS (WA) are accessible online (https://olympiccoast.noaa.gov/science/oceanographic‐
moorings/data.html). Observations from the CalCOFI program can be found on their website (https://calcofi.org).
SMBO observations are on the SCOOS data portal (https://data.caloos.org/); and SPOT are accessible on a
dedicated website: https://dornsife.usc.edu/spot/data‐archive/. The NOAA makes available the data from West
Coast Ocean Acidification Cruises (WCOA) through OCADS (https://www.ncei.noaa.gov/access/ocean‐carbon‐
acidification‐data‐system/oceans/Coastal/WCOA.html) and the World Ocean Database through (https://www.
ncei.noaa.gov/products/world‐ocean‐database).
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